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(57) ABSTRACT

A computer-implemented method, an apparatus and a record-
ing medium are provided for predicting a score associated
with a first user and with a first item are provided. The method
comprises: storing one or more first scores in a first database,
each first score being associated with a user and with an item;
calculating, based on the first scores, one or more latent user
features associated with one or more users including the first
user and one or more latent item features associated with one
or more items including the first item; calculating, based on
the latent user features and the latent item features, a second
score associated with the first user and with the first item; and
providing the second score as a predicted score associated
with the first item and with the first user. The recording
medium comprises instructions to configure the apparatus to
perform the method.
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EVALUATION PREDICTING DEVICE,
EVALUATION PREDICTING METHOD, AND
PROGRAM

This application is a continuation of U.S. application Ser.
No. 13/112,684, filed May 20, 2011, which claims priority to
Japanese Patent Application No. JP2010-124165, filed May
31,2010, all of which are incorporated herein by reference in
their entirety.

BACKGROUND

The present disclosure relates to an evaluation predicting
device, an evaluation predicting method, and a program.

Recently, an enormous amount of information has come to
be provided to users through broader-band networks. It has
therefore become difficult on the part of a user to search the
enormous amount of information provided for information
sought by the user. On the other hand, from the viewpoint of
an information providing side, the information desired to be
provided to a user is buried in the enormous amount of infor-
mation, and such information is difficult for the user to
peruse. In order to remedy such a situation, progress has been
made in devising mechanisms for accurately extracting infor-
mation preferred by a user from the enormous amount of
information and providing the information to the user.

Filtering methods referred to as collaborative filtering and
content-based filtering, for example, are known as mecha-
nisms for extracting information preferred by a user from an
enormous amount of information. In addition, there are kinds
of collaborative filtering including user-based collaborative
filtering, item-based collaborative filtering, matrix factoriza-
tion-based collaborative filtering (see Ruslan Salakhutdinov
and Andriy Mnih, “Probabilistic Matrix Factorization,” in
Advances in Neural Information Processing Systems, volume
20, 2008, hereinafter referred to as Non-Patent Document 1),
and the like. On the other hand, there are kinds of content-
based filtering including user-based content-based filtering,
item-based content-based filtering, and the like.

User-based collaborative filtering is a method of detecting
a user B having similar preferences to those of a certain user
A, and extracting an item liked by the user A on the basis of
evaluation performed by the user B for a certain item group.
For example, when the user B favorably evaluated an item X,
the user A is expected to like the item X too. Based on this
expectation, the item X can be extracted as information liked
by the user A. Incidentally, matrix factorization-based col-
laborative filtering is a method combining features of user-
based collaborative filtering and item-based collaborative fil-
tering. For details of matrix factorization-based collaborative
filtering, reference is to be made to Non-Patent Document 1.

In addition, item-based collaborative filtering is a method
of detecting an item B having similar features to those of a
certain item A, and extracting a user having a liking for the
item A on the basis of evaluation performed by a certain user
group for the item B. For example, when a user X favorably
evaluated the item B, the item A is expected to be liked by the
user X too. Based on this expectation, the user X can be
extracted as a user having a liking for the item A.

In addition, user-based content-based filtering is for
example a method of analyzing, when there is an item group
liked by auser A, the preferences of the user A on the basis of
the features of the item group, and extracting a new item
having features suiting the preferences of the user A. Item-
based content-based filtering is for example a method of
analyzing, when there is a user group having a liking for an
item A, the features of the item A on the basis of the prefer-
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ences of the user group, and extracting a new user having a
liking for the features of the item A.

SUMMARY

When filtering methods as described above are used, infor-
mation liked by a user can be extracted from an enormous
amount of information. The user can extract desired informa-
tion from an information group narrowed down to only infor-
mation liked by the user, so that information searchability is
greatly improved. Meanwhile, from the viewpoint of an infor-
mation providing side, the information liked by the user can
be provided accurately, so that effective information provi-
sion can be achieved. However, when the accuracy of filtering
is low, the narrowing down of the information group to the
information liked by the user is not performed properly, and
the effects of an improvement in searchability and effective
information provision are not obtained. There is thus a desire
for a filtering method having high accuracy.

It is known that the above-described collaborative filtering
has low accuracy under conditions of a small number of users
or a small number of items. On the other hand, it is known that
content-based filtering has lower accuracy than collaborative
filtering under conditions of a large number of users and a
large number of items. In addition, it is known that content-
based filtering has low accuracy unless kinds of features
characterizing a user group or an item group are selected well.

Accordingly, the present disclosure has been made in view
of'the above problems. It is desirable to provide an evaluation
predicting device, an evaluation predicting method, and a
program that are new and improved which can achieve more
accurate filtering.

According to a viewpoint of the present disclosure, there is
provided an evaluation predicting device including: an esti-
mating section configured to define a plurality of first latent
vectors indicating features latently possessed by a plurality of
first items, respectively, a plurality of second latent vectors
indicating features latently possessed by a plurality of second
items, respectively, evaluation values corresponding to
respective combinations of the first items and the second
items and expressed by inner products of the first latent vec-
tors and the second latent vectors, a plurality of first feature
vectors indicating known features possessed by the plurality
of the first items, a plurality of second feature vectors indi-
cating known features possessed by the plurality of the sec-
ond items, a first projection matrix for projecting the first
feature vectors into a space of the first latent vectors, and a
second projection matrix for projecting the second feature
vectors into a space of the second latent vectors, express the
first latent vectors by a normal distribution having projection
values of the first feature vectors projected by the first pro-
jection matrix as expected values, and express the second
latent vectors by a normal distribution having projection val-
ues of the second feature vectors projected by the second
projection matrix as expected values, and perform Bayesian
estimation with the first feature vectors, the second feature
vectors, and a known evaluation value as learning data, and
calculate a posterior distribution of a parameter group includ-
ing the first latent vectors, the second latent vectors, the first
projection matrix, and the second projection matrix; and a
predicting section configured to calculate a distribution of an
unknown evaluation value on a basis of the posterior distri-
bution of the parameter group.

In addition, the predicting section may be configured to
calculate an expected value of the unknown evaluation value
on the basis of the posterior distribution of the parameter

group.
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In addition, the above-described evaluation predicting
device may further include a recommendation object deter-
mining section configured to, when the expected value of the
unknown evaluation value calculated by the predicting sec-
tion is higher than a predetermined value, determine a second
item corresponding to the unknown evaluation value as an
object of recommendation of a first item corresponding to the
unknown evaluation value.

In addition, the second item may represent a user. In this
case, the above-described evaluation predicting device may
further include a recommending section configured to recom-
mend the first item to the user corresponding to the object of
recommendation of the first item when the recommendation
object determining section determines the object of recom-
mendation of the first item.

According to another viewpoint of the present disclosure,
there is provided an evaluation predicting device including:
an estimating section configured to define N first latent vec-

tors u,(t) (i=1, . . ., N) indicating features latently possessed
by N first items, respectively, at time t, M second latent
vectors v (t) G=1, . . ., M) indicating features latently pos-

sessed by M second items, respectively, at time t, evaluation
values y,(t) corresponding to respective combinations of the
first items and the second items and expressed by inner prod-
ucts of the first latent vectors u,(t) and the second latent
vectors v,(t) at time t, a first projection matrix for projecting
first latent vectors w,(t-1) at time (t-1) into a space of the first
latent vectors u,(t) at time t, and a second projection matrix for
projecting second latent vectors v,(t-1) at time (t-1) into a
space of the second latent vectors v (t) at time t, express the
first latent vectors u,(t) at time t by a normal distribution
having projection values obtained by projecting the first latent
vectors u,(t-1) at time (t-1) by the first projection matrix as
expected values, and express the second latent vectors v,(t) at
time t by a normal distribution having projection values
obtained by projecting the second latent vectors v (t-1) at
time (t-1) by the second projection matrix as expected values,
and perform Bayesian estimation with the first latent vectors
u,(t-1), the second latent vectors v (t-1), and evaluation val-
ues y, (t-1) at time (t-1) as learning data, and calculate a
posterior distribution of a parameter group including the first
latent vectors u,(t), the second latent vectors v (t), the first
projection matrix, and the second projection matrix at time t;
and a predicting section configured to calculate an expected
value of an evaluation value y, (1) at time t on a basis of the
posterior distribution of the parameter group at time t.

In addition, the predicting section may be configured to
calculate expected values of the first latent vectors u(t),
expected values of the second latent vectors v,(t), and the
evaluation values y,(t) at time t on the basis of the posterior
distribution of the parameter group at the time t, the estimat-
ing section may be configured to express first latent vectors
u,(t+1) at time (t+1) by a normal distribution having projec-
tion values obtained by projecting the expected values of the
first latent vectors u,(t) at time t by the first projection matrix
as expected values, and express second latent vectors v (t+1)
attime (t+1) by anormal distribution having projection values
obtained by projecting the expected values of the second
latent vectors v (t) at time t by the second projection matrix as
expected values, and perform variational Bayesian estimation
with the first latent vectors u,(t), the second latent vectors
v,(t), and the evaluation values y,; () at time t as learning data,
and calculate a posterior distribution of a parameter group
including the first latent vectors u,(t+1), the second latent
vectors v(t+1), the first projection matrix, and the second
projection matrix at time (t+1), and the predicting section
may be configured to calculate an expected value of an evalu-
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ation value y,(t+1) at time (t+1) on a basis of the posterior
distribution of the parameter group at time (t+1).

In addition, the above-described evaluation predicting
device may further include a recommendation object deter-
mining section configured to, when the expected value of the
evaluation value y,(t+1) calculated by the predicting section
is higher than a predetermined value, determine a second item
corresponding to the evaluation value y,(t+1) as an object of
recommendation of a first item corresponding to the evalua-
tion value y,(t+1).

In addition, the second item may represent a user. In this
case, the above-described evaluation predicting device may
further include a recommending section configured to recom-
mend the first item to the user corresponding to the object of
recommendation of the first item when the recommendation
object determining section determines the object of recom-
mendation of the first item.

According to another viewpoint of the present disclosure,
there is provided an evaluation predicting method including:
defining a plurality of first latent vectors indicating features
latently possessed by a plurality of first items, respectively, a
plurality of second latent vectors indicating features latently
possessed by a plurality of second items, respectively, evalu-
ation values corresponding to respective combinations of the
first items and the second items and expressed by inner prod-
ucts of the first latent vectors and the second latent vectors, a
plurality of first feature vectors indicating known features
possessed by the plurality of the first items, a plurality of
second feature vectors indicating known features possessed
by the plurality of the second items, a first projection matrix
for projecting the first feature vectors into a space of the first
latent vectors, and a second projection matrix for projecting
the second feature vectors into a space of the second latent
vectors, expressing the first latent vectors by a normal distri-
bution having projection values of the first feature vectors
projected by the first projection matrix as expected values,
and expressing the second latent vectors by a normal distri-
bution having projection values of the second feature vectors
projected by the second projection matrix as expected values,
and performing Bayesian estimation with the first feature
vectors, the second feature vectors, and a known evaluation
value as learning data, and calculating a posterior distribution
of a parameter group including the first latent vectors, the
second latent vectors, the first projection matrix, and the
second projection matrix; and calculating a distribution of an
unknown evaluation value on a basis of the posterior distri-
bution of the parameter group.

According to another viewpoint of the present disclosure,
there is provided an evaluation predicting method including:

defining N first latent vectors u,(t) (i=1, . . ., N) indicating
features latently possessed by N first items, respectively, at
time t, M second latent vectors v(t) (=1, . . . , M) indicating

features latently possessed by M second items, respectively,
at time t, evaluation values y, (1) corresponding to respective
combinations of the first items and the second items and
expressed by inner products of the first latent vectors u,(t) and
the second latent vectors v,(t) at time t, a first projection
matrix for projecting first latent vectors u,(t-1) at time (t-1)
into a space of the first latent vectors u,(t) at time t, and a
second projection matrix for projecting second latent vectors
v (t-1) at time (t-1) into a space of the second latent vectors
v,(t) at time t, expressing the first latent vectors u,(t) at time t
by a normal distribution having projection values obtained by
projecting the first latent vectors u,(t-1) at time (t-1) by the
first projection matrix as expected values, and expressing the
second latent vectors v (t) at time t by a normal distribution
having projection values obtained by projecting the second
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latent vectors v,(t-1) at time (t-1) by the second projection
matrix as expected values, and performing Bayesian estima-
tion with the first latent vectors u,(t-1), the second latent
vectors v,(t-1), and evaluation values y,(t-1) at time (t-1) as
learning data, and calculating a posterior distribution of a
parameter group including the first latent vectors u,(t), the
second latent vectors v (t), the first projection matrix, and the
second projection matrix at time t; and calculating an
expected value of an evaluation value y, (t) at time t on a basis
of the posterior distribution of the parameter group at time t.

According to another viewpoint of the present disclosure,
there is provided a program for making a computer realize: an
estimating function of defining a plurality of first latent vec-
tors indicating features latently possessed by a plurality of
first items, respectively, a plurality of second latent vectors
indicating features latently possessed by a plurality of second
items, respectively, evaluation values corresponding to
respective combinations of the first items and the second
items and expressed by inner products of the first latent vec-
tors and the second latent vectors, a plurality of first feature
vectors indicating known features possessed by the plurality
of the first items, a plurality of second feature vectors indi-
cating known features possessed by the plurality of the sec-
ond items, a first projection matrix for projecting the first
feature vectors into a space of the first latent vectors, and a
second projection matrix for projecting the second feature
vectors into a space of the second latent vectors, expressing
the first latent vectors by a normal distribution having projec-
tion values of the first feature vectors projected by the first
projection matrix as expected values, and expressing the sec-
ond latent vectors by a normal distribution having projection
values of the second feature vectors projected by the second
projection matrix as expected values, and performing Baye-
sian estimation with the first feature vectors, the second fea-
ture vectors, and a known evaluation value as learning data,
and calculating a posterior distribution of a parameter group
including the first latent vectors, the second latent vectors, the
first projection matrix, and the second projection matrix; and
a predicting function of calculating a distribution of an
unknown evaluation value on a basis of the posterior distri-
bution of the parameter group.

According to another viewpoint of the present disclosure,
there is provided a program for making a computer realize: an
estimating function of defining N first latent vectors u,(t)

(i=1, ..., N) indicating features latently possessed by N first
items, respectively, at time t, M second latent vectors v,(t)
(G=1, . . . , M) indicating features latently possessed by M

second items, respectively, at time t, evaluation values y, ()
corresponding to respective combinations of the first items
and the second items and expressed by inner products of the
first latent vectors u,(t) and the second latent vectors v (t) at
time t, a first projection matrix for projecting first latent
vectors U,(t-1) at time (t-1) into a space of the first latent
vectors u,(t) at time t, and a second projection matrix for
projecting second latent vectors v (t-1) at time (t-1) into a
space of the second latent vectors v (t) at time t, expressing the
first latent vectors u,(t) at time t by a normal distribution
having projection values obtained by projecting the first latent
vectors u,(t-1) at time (t-1) by the first projection matrix as
expected values, and expressing the second latent vectors v (t)
at time t by a normal distribution having projection values
obtained by projecting the second latent vectors v (t-1) at
time (t-1) by the second projection matrix as expected values,
and performing Bayesian estimation with the first latent vec-
tors u,(t-1), the second latent vectors v,(t-1), and evaluation
values y,(t-1) at time (t-1) as learning data, and calculating
a posterior distribution of a parameter group including the
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first latent vectors u,(t), the second latent vectors v (t), the first
projection matrix, and the second projection matrix at time t;
and a predicting function of calculating an expected value of
an evaluation value y,(t) at time t on a basis of the posterior
distribution of the parameter group at time t.

In addition, according to another viewpoint of the present
disclosure, there is provided a recording medium readable by
a computer on which recording medium the above program is
recorded.

As described above, according to the present disclosure,
more accurate filtering can be achieved.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram of assistance in explaining a system
configuration of a recommendation system capable of realiz-
ing item recommendation based on user-based collaborative
filtering;

FIG. 2 is a diagram of assistance in explaining operation of
the recommendation system capable of realizing item recom-
mendation based on user-based collaborative filtering;

FIG. 3 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on user-based collaborative filtering;

FIG. 4 is a diagram of assistance in explaining a system
configuration of a recommendation system capable of realiz-
ing item recommendation based on item-based collaborative
filtering;

FIG. 5 is a diagram of assistance in explaining operation of
the recommendation system capable of realizing item recom-
mendation based on item-based collaborative filtering;

FIG. 6 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on item-based collaborative filtering;

FIG. 7 is a diagram of assistance in explaining a system
configuration of a recommendation system capable of realiz-
ing item recommendation based on user-based content-based
filtering;

FIG. 8 is a diagram of assistance in explaining operation of
the recommendation system capable of realizing item recom-
mendation based on user-based content-based filtering;

FIG. 9 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on user-based content-based filtering;

FIG. 10 is a diagram of assistance in explaining a system
configuration of a recommendation system capable of realiz-
ing item recommendation based on item-based content-based
filtering;

FIG. 11 is a diagram of assistance in explaining operation
of the recommendation system capable of realizing item rec-
ommendation based on item-based content-based filtering;

FIG. 12 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on item-based content-based filter-
ing;

FIG. 13 is a diagram of assistance in explaining a system
configuration of a recommendation system capable of realiz-
ing item recommendation based on matrix factorization-
based collaborative filtering;

FIG. 14 is a diagram of assistance in explaining operation
of the recommendation system capable of realizing item rec-
ommendation based on matrix factorization-based collabora-
tive filtering;

FIG. 15 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on matrix factorization-based col-
laborative filtering;
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FIG. 16 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on matrix factorization-based col-
laborative filtering;

FIG. 17 is a diagram of assistance in explaining the opera-
tion of the recommendation system capable of realizing item
recommendation based on matrix factorization-based col-
laborative filtering;

FIG. 18 is a diagram of assistance in explaining a function
configuration of an evaluation value predicting device
according to a first embodiment of the present disclosure;

FIG. 19 is a diagram of assistance in explaining operation
of'the evaluation value predicting device according to the first
embodiment of the present disclosure;

FIG. 20 is a diagram of assistance in explaining the opera-
tion of the evaluation value predicting device according to the
first embodiment of the present disclosure;

FIG. 21 is a diagram of assistance in explaining the opera-
tion of the evaluation value predicting device according to the
first embodiment of the present disclosure;

FIG. 22 is a diagram of assistance in explaining operation
of'an evaluation value predicting device according to a second
embodiment of the present disclosure;

FIG. 23 is a diagram of assistance in explaining the opera-
tion of the evaluation value predicting device according to the
second embodiment of the present disclosure; and

FIG. 24 is a diagram of assistance in explaining an example
of hardware configuration of an information processing
device capable of realizing the functions of the evaluation
value predicting device according to each embodiment of the
present disclosure.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Preferred embodiments of the present disclosure will here-
inafter be described in detail with reference to the accompa-
nying drawings. Incidentally, repeated description of con-
stituent elements having essentially identical functional
constitutions in the present specification and the drawings
will be omitted by identifying the constituent elements by the
same reference numerals.

[Flow of Description]

A flow of description relating to embodiments of the
present disclosure to be described in the following will be
briefly described in the following. First, a system configura-
tion of a recommendation system capable of recommending
an item on the basis of user-based collaborative filtering and
operation of the recommendation system will be described
with reference to FIGS. 1to 3. Next, a system configuration of
a recommendation system capable of recommending an item
on the basis of item-based collaborative filtering and opera-
tion of the recommendation system will be described with
reference to FIGS. 4 to 6.

Next, a system configuration of a recommendation system
capable of recommending an item on the basis of user-based
content-based filtering and operation of the recommendation
system will be described with reference to FIGS. 7t0 9. Next,
a system configuration of a recommendation system capable
of recommending an item on the basis of item-based content-
based filtering and operation of the recommendation system
will be described with reference to FIGS. 10 to 12. Next, a
system configuration of a recommendation system capable of
recommending an item on the basis of matrix factorization-
based collaborative filtering and operation of the recommen-
dation system will be described with reference to FIGS. 13 to
17.
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Next, a functional configuration of an evaluation value
predicting device (recommendation system) capable of pre-
dicting an evaluation value and recommending an item on the
basis of probabilistic matrix factorization-based collabora-
tive filtering according to a first embodiment of the present
disclosure and operation of the evaluation value predicting
device will be described with reference to FIGS. 18 to 21.
Next, a functional configuration of an evaluation value pre-
dicting device capable of time-series prediction of an evalu-
ation value on the basis of probabilistic matrix factorization-
based collaborative filtering according to a second
embodiment of the present disclosure and operation of the
evaluation value predicting device will be described with
reference to FIGS. 22 and 23. Next, a hardware configuration
of an information processing device capable of realizing
functions of the evaluation value predicting devices accord-
ing to the first and second embodiments of the present disclo-
sure will be described with reference to FIG. 24.

(Items of Description)
1: Introduction

1-1: User-Based Collaborative Filtering

1-1-1: Configuration of Recommendation System 10

1-1-2: Operation of Recommendation System 10

1-2: Ttem-Based Collaborative Filtering

1-2-1: Configuration of Recommendation System 20

1-2-2: Operation of Recommendation System 20

1-3: User-Based Content-Based Filtering

1-3-1: Configuration of Recommendation System 30

1-3-2: Operation of Recommendation System 30

1-4: Ttem-Based Content-Based Filtering

1-4-1: Configuration of Recommendation System 40

1-4-2: Operation of Recommendation System 40

1-5: Matrix Factorization-Based Collaborative Filtering

1-5-1: Configuration of Recommendation System 50

1-5-2: Operation of Recommendation System 50
2: First Embodiment

2-1: Viewpoint

2-2: Functional Configuration of Evaluation Value Predict-
ing Device 100

2-3: Operation of Evaluation Value Predicting Device 100
3: Second Embodiment

3-1: Functional Configuration of Evaluation Value Predict-
ing Device 130

3-2: Operation of Evaluation Value Predicting Device 130
4: Example of Hardware Configuration

1: Introduction

Brief Description will first be made of user-based collabo-
rative filtering, item-based collaborative filtering, user-based
content-based filtering, item-based content-based filtering,
and matrix factorization-based collaborative filtering. Then,
problems with these ordinary filtering methods will be sum-
marized. It is to be noted that filtering methods according to
present embodiments (which methods may hereinafter be
referred to as present methods) solve the problems with these
ordinary filtering methods.

[1-1: User-Based Collaborative Filtering]

Description will first be made of user-based collaborative
filtering. User-based collaborative filtering is a method using
evaluation values of another user having similar preferences
to those of a certain user to determine an item to be recom-
mended to the certain user.

(1-1-1: Configuration of Recommendation System 10)

A functional configuration of a recommendation system 10
capable of realizing user-based collaborative filtering will
first be described with reference to FIG. 1. FIG. 1 is a diagram
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of assistance in explaining a functional configuration of the
recommendation system 10 capable of realizing user-based
collaborative filtering.

As shown in FIG. 1, the recommendation system 10 is
composed mainly of an evaluation value database 11, a pref-
erence analyzing section 12, and a recommending section 13.
(Evaluation Value Database 11)

As shown in FIG. 3, the evaluation value database 11 stores
evaluation values corresponding to combinations of users and
items. For example, in FIG. 3, an evaluation value given by a
user having a user ID=0001 to an item having an item
ID=0001 is 3. Similarly, the evaluation value database 11
stores evaluation values given by each user to each item.
There are of course combinations of users and items to which
no evaluation value is given.

In the example of FIG. 3, a user having a user ID=0002 has
not given an evaluation value to an item having an item
1ID=0002. The evaluation value database 11 therefore does
not store an evaluation value corresponding to the combina-
tion of the user having the user ID=0002 and the item having
the item ID=0002. Similarly, a user having a user ID=0003
has not given an evaluation value to an item having an item
ID=0003. The evaluation value database 11 therefore does
not store an evaluation value corresponding to the combina-
tion of the user having the user ID=0003 and the item having
the item ID=0003.

The configuration of the evaluation value database 11
shown in FIG. 3 is an example. However, the evaluation value
database 11 stores evaluation values corresponding to such
combinations of items and users.

(Preference Analyzing Section 12)

Reference will be made to FIG. 1 again. The preference
analyzing section 12 is a section configured to analyze the
preferences of each user using the evaluation values stored in
the evaluation value database 11. First, the preference ana-
lyzing section 12 detects a field in which no evaluation value
is stored in the evaluation value database 11, and identifies a
user corresponding to the field. In the example of FIG. 3, the
preference analyzing section 12 for example identifies the
user having the user ID=0003. Next, the preference analyzing
section 12 refers to a combination of evaluation values given
to respective items by the user having the user ID=0003, and
detects a user (user having similar preferences) who has given
a combination of evaluation values similar to the combination
of the evaluation values given by the user having the user
ID=0003.

In the example of FIG. 3, the user having the user ID=0003
has given an evaluation values 3 and 4 (relatively high rating)
to items having item IDs=0001 and 0004, respectively, and
has given an evaluation value 1 (lowest rating) to the item
having the item ID=0002. Accordingly, the preference ana-
lyzing section 12 identifies a user who has rated the items
having the item IDs=0001 and 0004 high, and rated the item
having the item ID=0002 low. In the example of FIG. 3, the
preference analyzing section 12 identifies the user having the
user ID=0001 as such a user (user having similar preferences
to those of the user having the user ID=0003).

Next, the preference analyzing section 12 predicts an
evaluation value for an item (item having the item ID=0003)
to which the user having the user ID=0003 has not given an
evaluation value. At this time, the preference analyzing sec-
tion 12 refers to an evaluation value given to the item
ID=0003 by the user identified in advance (user having the
user ID=0001). The user having the user ID=0001 has given
an evaluation value 5 (highest rating) to the item having the
item ID=0003. The preference analyzing section 12 therefore
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predicts that the user having the user ID=0003 will also rate
the item having the item ID=0003 high.

Accordingly, on the basis of this prediction, the preference
analyzing section 12 sets a rating of the user having the user
ID=0003 for the item having the item ID=0003 “high” (for
example an evaluation value 4 or 5). The preference analyzing
section 12 then notifies the set rating or the evaluation value to
the recommending section 13. Similarly, the preference ana-
lyzing section 12 also predicts a rating of the user having the
user ID=0002 for the item having the item ID=0002 to which
item the user having the user ID=0002 has not given an
evaluation value, and notifies a result of the prediction to the
recommending section 13. The preference analyzing section
12 thus predicts a rating for an unevaluated item by compar-
ing evaluation values of users having similar preferences to
each other.

(Recommending Section 13)

Reference will be made to FIG. 1 again. As described
above, arating or an evaluation value for an unevaluated item
which rating or evaluation value has been predicted by the
preference analyzing section 12 is notified to the recommend-
ing section 13. The recommending section 13 recommends
the item to a user on the basis of the rating or the evaluation
value predicted for the unevaluated item. In the example of
FIG. 3, when the recommending section 13 is notified that the
rating corresponding to the combination of the user having
the user ID=0003 and the item having the item ID=0003 is
“high,” the recommending section 13 recommends the item
having the item ID=0003 to the user having the user ID=0003.
In addition, when the recommending section 13 is notified
that the rating corresponding to the combination of the user
having the user ID=0002 and the item having the item
ID=0002 is “low,” the recommending section 13 does not
recommend the item having the item ID=0002 to the user
having the user ID=0002.

As described above, the recommendation system 10 real-
izing the processing of user-based collaborative filtering uses
an evaluation value of another user B having similar prefer-
ences to those of a certain user A to predict a preference
(rating) of the user A for an item unevaluated by the user A.
Then, the recommendation system 10 recommends the item
to the user A when the predicted rating is high, and does not
recommend the item to the user A when the predicted rating is
low. Incidentally, the above description has been made of a
configuration for detecting only one user having similar pref-
erences and referring to an evaluation value of the user for
simplicity, a method is used in practice which predicts a rating
for an unevaluated item using evaluation values of a plurality
of'users having similar preferences.

(1-1-2: Operation of Recommendation System 10)

An operation of the recommendation system 10 and a flow
of'processing of user-based collaborative filtering will next be
described with reference to FIG. 2. FIG. 2 is a diagram of
assistance in explaining a flow of processing of user-based
collaborative filtering.

First, the recommendation system 10 detects a combina-
tion of a user and an item to which combination an evaluation
value is not given from the evaluation value database 11 by a
function of the preference analyzing section 12 (step ST101).
Next, the recommendation system 10 detects a user having
similar preferences to those of the user detected in step ST101
by a function of the preference analyzing section 12 (step
ST102). Next, the recommendation system 10 refers to an
evaluation value given to the item detected in step ST101 by
the user having similar preferences which user is detected in
step ST102 by a function of the preference analyzing section
12 (step ST103).
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Next, the recommendation system 10 predicts an evalua-
tion value (rating) corresponding to the combination of the
user and the item detected in step ST101 on the basis of the
evaluation value referred to in step ST103 by a function of the
preference analyzing section 12 (step ST104). A result of the
prediction in step ST104 is notified from the preference ana-
lyzing section 12 to the recommending section 13. Next,
when the evaluation value predicted in step ST104 is high, the
recommendation system 10 recommends the item detected in
step ST101 to the user detected in step ST101 by a function of
the recommending section 13 (step ST105). Of course, when
the evaluation value is low, the recommendation system 10
does not recommend the item.

As described above, in user-based collaborative filtering, a
rating of a certain user for an unevaluated item is predicted
using an evaluation value of a user having similar preferences
to those of the certain user. Then, when the rating is high, the
item is recommended.

(Problems of User-Based Collaborative Filtering)

As is inferred from the method of rating prediction in
user-based collaborative filtering described thus far, user-
based collaborative filtering provides high accuracy when
there are a large number of users and a large number of items,
and the evaluation value database 11 stores many logs of
evaluation values. However, when there are a small number of
users, a user having similar preferences is not detected well,
and thus the accuracy of rating prediction becomes low. In
addition, a user having similar preferences to those of a user
leaving many items unevaluated cannot be detected well, and
thus the accuracy of rating prediction becomes low. That is,
user-based collaborative filtering has a problem of difficulty
in recommending an appropriate item suiting the preferences
of'a user unless under conditions of a large number of users,
a large number of items, and many logs of evaluation values.
[1-2: Item-Based Collaborative Filtering]

Ttem-based collaborative filtering will next be described.
Item-based collaborative filtering is a method using an evalu-
ation value of another item having similar features to those of
a certain item to determine a user as an object of recommen-
dation of the certain item.

(1-2-1: Configuration of Recommendation System 20)

A functional configuration of arecommendation system 20
capable of realizing item-based collaborative filtering will
first be described with reference to FIG. 4. FIG. 4 is a diagram
of assistance in explaining a functional configuration of the
recommendation system 20 capable of realizing item-based
collaborative filtering.

As shown in FIG. 4, the recommendation system 20 is
composed mainly of an evaluation value database 21, a fea-
ture analyzing section 22, and a recommending section 23.
(Evaluation Value Database 21)

As shown in FIG. 6, the evaluation value database 21 stores
evaluation values corresponding to combinations of users and
items. For example, in FIG. 6, an evaluation value given by a
user having a user ID=0001 to an item having an item
ID=0001 is 3. Similarly, the evaluation value database 21
stores evaluation values given by each user to each item.
There are of course combinations of users and items to which
no evaluation value is given.

In the example of FIG. 6, a user having a user ID=0002 has
not given an evaluation value to an item having an item
1ID=0002. The evaluation value database 21 therefore does
not store an evaluation value corresponding to the combina-
tion of the user having the user ID=0002 and the item having
the item ID=0002. Similarly, a user having a user ID=0003
has not given an evaluation value to an item having an item
ID=0003. The evaluation value database 21 therefore does
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not store an evaluation value corresponding to the combina-
tion of the user having the user ID=0003 and the item having
the item ID=0003.

The configuration of the evaluation value database 21
shown in FIG. 6 is an example. However, the evaluation value
database 21 stores evaluation values corresponding to such
combinations of items and users.

(Feature Analyzing Section 22)

Reference will be made to FIG. 4 again. The feature ana-
lyzing section 22 is a section configured to analyze the fea-
tures of each item using the evaluation values stored in the
evaluation value database 21. First, the feature analyzing
section 22 detects a field in which no evaluation value is
stored in the evaluation value database 21, and identifies an
item corresponding to the field. In the example of FIG. 6, the
feature analyzing section 22 for example identifies the item
having the item ID=0003. Next, the feature analyzing section
22 refers to a combination of evaluation values given by each
user to the item having the item ID=0003, and detects an item
(item having similar features) given a combination of evalu-
ation values similar to the combination of the evaluation
values.

Inthe example of FIG. 6, the item having the item ID=0003
is given an evaluation value 5 (highest rating) by the user
having the user ID=0001, and is given an evaluation value 1
(lowest rating) by the user having the user ID=0004. Accord-
ingly, the feature analyzing section 22 identifies an item rated
high by the user having the user ID=0001 and rated low by the
user having the user ID=0004. In the example of FIG. 6, the
feature analyzing section 22 identifies an item having the item
ID=0004 as such an item (item having similar features to
those of the item having the item ID=0003).

Next, the feature analyzing section 22 predicts an evalua-
tion value expected to be given to the item having the item
ID=0003 by a user (user having the user ID=0003) who has
not given an evaluation value to the item having the item
ID=0003. At this time, the feature analyzing section 22 refers
to an evaluation value given to the item identified in advance
(item having the item ID=0004) by the user having the user
ID=0003. The user having the user ID=0003 has given an
evaluation value 4 (relatively high rating) to the item having
the item ID=0004. The feature analyzing section 22 therefore
predicts that the item having the item ID=0003 will also be
rated high by the user having the user ID=0003.

Accordingly, on the basis of this prediction, the feature
analyzing section 22 sets a rating expected to be given to the
item having the item ID=0003 by the user having the user
ID=0003 “high” (for example an evaluation value 4 or 5). The
feature analyzing section 22 then notifies the set rating or the
evaluation value to the recommending section 23. Similarly,
the feature analyzing section 22 also predicts a rating of the
user having the user ID=0002 for the item having the item
1D=0002 to which item the user having the user ID=0002 has
not given an evaluation value, and notifies a result of the
prediction to the recommending section 23. The feature ana-
lyzing section 22 thus predicts a rating expected to be given to
an item by a user who has not evaluated the item by compar-
ing evaluation values of items having similar features to each
other.

(Recommending Section 23)

Reference will be made to FIG. 4 again. As described
above, a rating or an evaluation value corresponding to a user
who has not evaluated the item, which rating or evaluation
value has been predicted by the feature analyzing section 22,
is notified to the recommending section 23. The recommend-
ing section 23 recommends the item to the user on the basis of
the rating or the evaluation value predicted for the user who
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has not evaluated the item. In the example of FIG. 6, when the
recommending section 23 is notified that the rating corre-
sponding to the combination of the user having the user
1D=0003 and the item having the item ID=0003 is “high,” the
recommending section 23 recommends the item having the
item ID=0003 to the user having the user ID=0003. In addi-
tion, when the recommending section 23 is notified that the
rating corresponding to the combination of the user having
the user ID=0002 and the item having the item ID=0002 is
“low,” the recommending section 23 does not recommend the
item having the item ID=0002 to the user having the user
ID=0002.

As described above, the recommendation system 20 real-
izing the processing of item-based collaborative filtering uses
an evaluation value given to another item B having similar
features to those of a certain item A to predict a preference
(rating) of a user who has not evaluated the item A for the item
A. Then, the recommendation system 20 recommends the
item A to the user when the predicted rating is high, and does
not recommend the item A to the user when the predicted
rating is low. Incidentally, the above description has been
made of a configuration for detecting only one item having
similar features and referring to an evaluation value given to
the item for simplicity, a method is used in practice which
predicts a rating for an unevaluated item using evaluation
values of a plurality of items having similar features.

(1-2-2: Operation of Recommendation System 20)

An operation of the recommendation system 20 and a flow
of processing of item-based collaborative filtering will next
be described with reference to FIG. 5. FIG. 5 is a diagram of
assistance in explaining a flow of processing of item-based
collaborative filtering.

First, the recommendation system 20 detects a combina-
tion of a user and an item to which combination an evaluation
value is not given from the evaluation value database 21 by a
function of the feature analyzing section 22 (step ST201).
Next, the recommendation system 20 detects an item having
similar features to those of the item detected in step ST201 by
a function of the feature analyzing section 22 (step ST202).
Next, the recommendation system 20 refers to an evaluation
value given to the item having similar features which item is
detected in step ST202 by the user detected in step ST201 by
a function of the feature analyzing section 22 (step ST203).

Next, the recommendation system 20 predicts an evalua-
tion value (rating) corresponding to the combination of the
user and the item detected in step ST201 on the basis of the
evaluation value referred to in step ST203 by a function of the
feature analyzing section 22 (step ST204). A result of the
prediction in step ST204 is notified from the feature analyz-
ing section 22 to the recommending section 23. Next, when
the evaluation value predicted in step ST204 is high, the
recommendation system 20 recommends the item detected in
step ST201 to the user detected in step ST201 by a function of
the recommending section 23 (step ST205). Of course, when
the evaluation value is low, the recommendation system 20
does not recommend the item.

As described above, in item-based collaborative filtering, a
rating is predicted for a user who has not given a rating for a
certain item using an evaluation value given to an item having
similar features to those of the certain item. Then, when the
rating is high, the item is recommended.

(Problems of Item-Based Collaborative Filtering)

As is inferred from the method of rating prediction in
item-based collaborative filtering described thus far, item-
based collaborative filtering provides high accuracy when
there are a large number of users and a large number of items,
and the evaluation value database 21 stores many logs of
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evaluation values. However, when there are a small number of
items, an item having similar features is not detected well, and
thus the accuracy of rating prediction becomes low. In addi-
tion, an item having similar features to those of an item having
many unevaluated features cannot be detected well, and thus
the accuracy of rating prediction becomes low. That is, item-
based collaborative filtering has a problem of difficulty in
recommending an appropriate item suiting the preferences of
a user unless under conditions of a large number of users, a
large number of items, and many logs of evaluation values.
[1-3: User-Based Content-Based Filtering]

User-based content-based filtering will next be described.
User-based content-based filtering is a method using features
of'a group of items purchased by a certain user to determine
an item to be recommended to the user.

(1-3-1: Configuration of Recommendation System 30)

A functional configuration of a recommendation system 30
capable of realizing user-based content-based filtering will
first be described with reference to FIG. 7. FIG. 7 is a diagram
of assistance in explaining a functional configuration of the
recommendation system 30 capable of realizing user-based
content-based filtering.

As shown in FIG. 7, the recommendation system 30 is
composed mainly of a feature quantity database 31, a feature
analyzing section 32, and a recommending section 33.
(Feature Quantity Database 31)

As shown in FIG. 9, the feature quantity database 31 stores
scores given to combinations of users and features. The fea-
tures include for example a “liking for classical music,” a
“liking for rock music,” a “liking for pop music,” a “liking for
cheerful tunes,” a “liking for gloomy tunes,” a “liking for
female vocals,” and a “liking for male vocals.” The features
can also include a wide variety of other features such for
example as a “liking for flower photographs,” a “liking for
landscape photographs,” a “liking for animal photographs,” a
“liking for horror movies,” and a “liking for period dramas.”
Scores indicating degrees of matching with respective fea-
tures are obtained by analyzing items purchased by respective
users and items used frequently by respective users, for
example.

In the example of FIG. 9, scores corresponding to combi-
nations of a user having a user ID=0001 and features having
feature IDs=0001 and 0003 are 3 (highest degree of match-
ing). Similarly, a score corresponding to a combination of the
user having the user ID=0001 and a feature having a feature
1ID=0002 is 0 (lowest degree of matching). In addition, a score
corresponding to a combination of the user having the user
ID=0001 and a feature having a feature ID=0004 is 2 (rela-
tively high degree of matching). The feature quantity data-
base 31 thus stores scores given to respective combinations of
users and features. Each user is characterized by a combina-
tions of scores corresponding to a predetermined feature
group. Incidentally, the configuration of the database illus-
trated in FIG. 9 is an example, and the configuration of the
feature quantity database 31 is not limited to this example.
(Feature Analyzing Section 32)

Reference will be made to FIG. 7 again. The feature ana-
lyzing section 32 is a section configured to analyze the fea-
tures of each user using the scores stored in the feature quan-
tity database 31. Consideration will be given to for example a
process of analyzing the scores stored in the feature quantity
database 31 and extracting a user having a liking for an item
A to determine the user to whom to recommend the item A.
First, the feature analyzing section 32 analyzes the features of
users who purchased the item A in the past. In the example of
FIG. 9, a high score is given to combinations of users who



US 9,275,116 B2

15
purchased the item A in the past (user IDs=0001 and 0002)
and the features having the feature IDs=0001 and 0003.

Accordingly, the feature analyzing section 32 detects that
the high score is given to the features having the feature
1Ds=0001 and 0003 as features of the users who purchased
the item A in the past. Next, the feature analyzing section 32
extracts a user having a high score corresponding to the
features having the feature IDs=0001 and 0003 from users
who have not purchased the item A in the past. In the example
of FIG. 9, the user having a high score corresponding to the
features having the feature IDs=0001 and 0003 is a user
having a user ID=1001. Accordingly, the feature analyzing
section 32 extracts the user having the user ID=1001 as a user
to whom to recommend the item A. Information (for example
the user ID) on the thus extracted user is notified to the
recommending section 33.

(Recommending Section 33)

Reference will be made to FIG. 7 again. As described
above, the information on the user extracted by the feature
analyzing section 32 is notified to the recommending section
33. Suppose for example that the user ID=1001 is notified
from the feature analyzing section 32 to the recommending
section 33. In this case, the recommending section 33 recom-
mends the item A to the user having the user ID=1001.

As described above, the recommendation system 30 real-
izing the processing of user-based content-based filtering
characterizes users by combinations of scores indicating
degrees of matching of the respective users with a predeter-
mined feature group, and determines an object of recommen-
dation of an item using the combinations of the scores. That
is, the recommendation system 30 characterizes users who
purchased a certain item in the past by combinations of scores
as described above, and recommends the item in question to
a user corresponding to a combination of scores which com-
bination is similar to the combinations of the scores.

(1-3-2: Operation of Recommendation System 30)

An operation of the recommendation system 30 and a flow
of processing of user-based content-based filtering will next
be described with reference to FIG. 8. FIG. 8 is a diagram of
assistance in explaining a flow of processing of user-based
content-based filtering.

First, the recommendation system 30 analyzes the features
of users referring to the scores stored in the feature quantity
database 31, and detects the features of users having a liking
for the item A, by a function of the feature analyzing section
32 (step ST301). Next, the recommendation system 30
detects a user having similar features to the features of the
users having a liking for the item A, the features of the users
having a liking for the item A being detected in step ST301,
from among users who have not purchased the item A by a
function of the feature analyzing section 32 (step ST302).
Information on the user detected in step ST302 is notified
from the feature analyzing section 32 to the recommending
section 33. Next, the recommendation system 30 recom-
mends the item A to the user detected in step ST302 by a
function of the recommending section 33 (step ST303).

As described above, in user-based content-based filtering,
when an object of recommendation of a certain item is deter-
mined from among users who have not purchased the certain
item, a process of detecting a user having similar features to
those of users who purchased the item in the past is per-
formed. Then, the item is recommended to the user detected
by the process.

(Problems of User-Based Content-Based Filtering)

Unlike collaborative filtering described earlier, user-based
content-based filtering can determine an object of recommen-
dation of an item when the features of users who purchased
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the item to be recommended in the past are known. Thus, even
under conditions of a small number of users and a small
number of items, a user as an object of recommendation of the
item can be determined with a certain degree of accuracy.
However, in the case of user-based content-based filtering,
information on other items is not used to determine the object
of recommendation, and therefore the accuracy is not
improved even when the number of items is increased. Thus,
user-based content-based filtering has a problem of lower
accuracy than collaborative filtering under conditions of a
large number of items and a large number of users.

User-based content-based filtering represents the features
of users by feature quantities prepared in advance. Thus,
user-based content-based filtering has another problem in that
the performance of user-based content-based filtering is lim-
ited by the feature quantities being used. For example, when
the feature quantities are too rough, the features of users who
have a liking for a certain item are equal to the features of
users who do not have a liking for the item, so that the
performance is degraded. When the feature quantities are too
detailed, users who have a liking for a same item have features
different from each other, so that, again, the performance is
degraded.

[1-4: tem-Based Content-Based Filtering]

Description will next be made of item-based content-based
filtering. Item-based content-based filtering is a method using
the features of a user group who purchased a certain item to
determine a user as an object of recommendation of the cer-
tain item.

(1-4-1: Configuration of Recommendation System 40)

A functional configuration of a recommendation system 40
capable of realizing item-based content-based filtering will
first be described with reference to FIG. 10. FIG. 10 is a
diagram of assistance in explaining a functional configuration
of the recommendation system 40 capable of realizing item-
based content-based filtering.

As shown in FIG. 10, the recommendation system 40 is
composed mainly of a feature quantity database 41, a feature
analyzing section 42, and a recommending section 43.
(Feature Quantity Database 41)

As shown in FIG. 12, the feature quantity database 41
stores scores given to combinations of items and features. The
features include for example a genre, a performer, a producer,
a providing medium, a series, a tune, and an atmosphere.
Scores indicating degrees of matching with respective fea-
tures are given to the respective items in advance by producers
or the like, or obtained by machine learning using a large
number of items for learning (see Japanese Patent Laid-Open
No. 2008-123011 and the like).

In the example of FIG. 12, scores corresponding to com-
binations of an item having an item ID=0001 and features
having feature IDs=0001 and 0003 are 3 (highest degree of
matching). Similarly, a score corresponding to a combination
of the item having the item ID=0001 and a feature having a
feature ID=0002 is 0 (lowest degree of matching). In addition,
a score corresponding to a combination of the item having the
item ID=0001 and a feature having a feature ID=0004 is 2
(relatively high degree of matching). The feature quantity
database 41 thus stores scores given to respective combina-
tions of items and features. Each item is characterized by a
combination of scores corresponding to a predetermined fea-
ture group. Incidentally, the configuration of the database
illustrated in FIG. 12 is an example, and the configuration of
the feature quantity database 41 is not limited to this example.
(Feature Analyzing Section 42)

Reference will be made to FIG. 10 again. The feature
analyzing section 42 is a section configured to analyze the
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features of each item using the scores stored in the feature
quantity database 41. Consideration will be given to for
example a process of analyzing the scores stored in the feature
quantity database 41 and extracting an item liked by a user A
to determine the item to be recommended to the user A. First,
the feature analyzing section 42 analyzes the features of items
purchased by the user A in the past. In the example of FIG. 12,
a high score is given to combinations of items purchased by
the user A in the past (item IDs=0001 and 0002) and the
features having the feature IDs=0001 and 0003.

Accordingly, the feature analyzing section 42 detects that
the high score is given to the features having the feature
1Ds=0001 and 0003 as features of the items purchased by the
user A in the past. Next, the feature analyzing section 42
extracts an item having high scores corresponding to the
features having the feature IDs=0001 and 0003 from items
not yet purchased by the user A in the past. In the example of
FIG. 12, the item having high scores corresponding to the
features having the feature IDs=0001 and 0003 is an item
having an item ID=1001. Accordingly, the feature analyzing
section 42 extracts the item having the item ID=1001 as an
item to be recommended to the user A. Information (for
example the item ID) on the thus extracted item is notified to
the recommending section 43.

(Recommending Section 43)

Reference will be made to FIG. 10 again. As described
above, the information on the item extracted by the feature
analyzing section 42 is notified to the recommending section
43. Suppose for example that the item ID=1001 is notified
from the feature analyzing section 42 to the recommending
section 43. In this case, the recommending section 43 recom-
mends the item having the item ID=1001 to the user A.

As described above, the recommendation system 40 real-
izing the processing of item-based content-based filtering
characterizes items by combinations of scores indicating
degrees of matching of the respective items with a predeter-
mined feature group, and determines an item to be recom-
mended to a user using the combinations of the scores. That
is, the recommendation system 40 characterizes items pur-
chased by a certain user in the past by combinations of scores
as described above, and recommends an item corresponding
to a combination of scores which combination is similar to the
combinations of the scores to the user in question.

(1-4-2: Operation of Recommendation System 40)

An operation of the recommendation system 40 and a flow
of processing of item-based content-based filtering will next
be described with reference to FIG. 11. FIG. 11 is a diagram
of assistance in explaining a flow of processing of item-based
content-based filtering.

First, the recommendation system 40 analyzes the features
of items referring to the scores stored in the feature quantity
database 41, and detects the features of items liked by the user
A, by a function of the feature analyzing section 42 (step
ST401). Next, the recommendation system 40 detects an item
having similar features to the features of the items liked by the
user A, the features of the items liked by the user A being
detected in step ST401, from among items not yet purchased
by the user A by a function of the feature analyzing section 42
(step ST402). Information on the item detected in step ST402
is notified from the feature analyzing section 42 to the rec-
ommending section 43. Next, the recommendation system 40
recommends the item detected in step ST402 to the user A by
a function of the recommending section 43 (step ST403).

As described above, in item-based content-based filtering,
when an item to be recommended to a certain user is deter-
mined from among items not yet purchased by the user, a
process of detecting an item having similar features to those
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of'items purchased by the user in the past is performed. Then,
the item detected by the process is recommended to the user.
(Problems of Item-Based Content-Based Filtering)

Unlike collaborative filtering described earlier, item-based
content-based filtering can determine an item to be recom-
mended to a user when the features of items purchased by the
user as an object of recommendation in the past are known.
Thus, even under conditions of a small number of users and a
small number of items, an item to be recommended can be
determined with a certain degree of accuracy. However, in the
case of item-based content-based filtering, information on
other users is not used to determine the item to be recom-
mended, and therefore the accuracy is not improved even
when the number of users is increased. Thus, item-based
content-based filtering has a problem of lower accuracy than
collaborative filtering under conditions of a large number of
items and a large number of users.

Item-based content-based filtering represents the features
of items by feature quantities prepared in advance. Thus,
item-based content-based filtering has another problem in
that the performance of item-based content-based filtering is
limited by the feature quantities being used. For example,
when the feature quantities are too rough, the features of
items liked by a certain user are equal to the features of items
not liked by the certain user, so that the performance is
degraded. When the feature quantities are too detailed, items
liked by a same user have features different from each other,
so that, again, the performance is degraded.

[1-5: Matrix Factorization-Based Collaborative Filtering]

Description will next be made of matrix factorization-
based collaborative filtering. Matrix factorization-based col-
laborative filtering is a method of estimating vectors corre-
sponding to the preferences of users and vectors
corresponding to the features of items so that known evalua-
tion values corresponding to combinations of users and items
are explained well, and predicting an unknown evaluation
value on the basis of a result of the estimation. Incidentally,
matrix factorization-based collaborative filtering is known to
achieve higher accuracy than user-based collaborative filter-
ing and item-based collaborative filtering described earlier.
(1-5-1: Configuration of Recommendation System 50)

A functional configuration of a recommendation system 50
capable of realizing matrix factorization-based collaborative
filtering will first be described with reference to FIG. 13. FIG.
13 is a diagram of assistance in explaining a functional con-
figuration of the recommendation system 50 capable of real-
izing matrix factorization-based collaborative filtering.

As shown in FIG. 13, the recommendation system 50 is
composed mainly of an evaluation value database 51, a matrix
factorizing section 52, an evaluation value predicting section
53, and a recommending section 54.

(Evaluation Value Database 51)

As shown in FIG. 15, the evaluation value database 51
stores an evaluation value corresponding to a combination of
a user i and an item j. Incidentally, in the following, for the
convenience of description, an ID for identifying each user
will be written as i=1, . . ., M, and an ID for identifying each
item will be written as j=1, . . ., N. As in the evaluation value
database 11 and the like described earlier, there are combina-
tions of users and items to which no evaluation value is given.
Matrix factorization-based collaborative filtering is a method
of predicting an evaluation value corresponding to a combi-
nation of a user and an item to which combination such an
evaluation value is not given, in consideration of the latent
features of the user and the latent features of the item.
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(Matrix Factorizing Section 52)

When an evaluation value corresponding to a user i and an
item j is written as y,;, a set of evaluation values stored in the
evaluation value database 51 can be regarded as an evaluation
value matrix {y,} (i=1,..., M, j=1,...,N) having y, as an
element. The matrix factorizing section 52 introduces a latent
feature vector u, indicating the latent features ofthe user i (see
FIG. 17) and a latent feature vector v, indicating the latent
features oftheitemj (j=1, ..., N) (see FIG. 16), and factorizes
the evaluation value matrix {y, } and expresses the evaluation
value matrix {y,;} by the latent feature vectors u, and v, so that
the whole of the known evaluation values y,; is explained well.
The known evaluation values y,; refer to the evaluation values
y,; stored in the evaluation value database 51.

Incidentally, each element of the latent feature vector u,
indicates a latent feature of the user. Similarly, each element
of the latent feature vector v, indicates a latent feature of the
item. However, as is understood from the use of the expres-
sion of “latent” in this case, the elements of the latent feature
vectors u; and v, do not indicate concrete features of the user
and the item, but are mere parameters obtained in model
calculation to be described later. However, a group of param-
eters constituting the latent feature vector u, reflects the pref-
erences of the user. In addition, a group of parameters con-
stituting the latent feature vector v, reflects the features of the
item.

Concrete processing by the matrix factorizing section 52
will now be described. First, the matrix factorizing section 52
expresses an evaluation value y,; by an inner product of the
latent feature vectors u, and v, as shown in Equation (1)
below, where a superscript T represents transposition. In
addition, suppose that the number of dimensions of the latent
feature vectors u; and v, is H. In order to obtain the latent
feature vectors u, and v; such that the whole of the known
evaluation values y,; is explained well, it may suffice to cal-
culate the latent feature vectors u, and v; that minimize a
square error J defined in Equation (2) below, for example. It is
known, however, that sufficient prediction accuracy cannot be
obtained even when an unknown evaluation value y,, is pre-
dicted using the latent feature vectors u, and v, that minimize
the square error J.

[Equation 1]

vy =ulv; M

2
T v Avgh = 3 (g =l v)? ©
iJ

(where a sum with respect to i and j on the right side is
obtained for a set of known evaluation values)

Accordingly, the matrix factorizing section 52 calculates
the latent feature vectors u, and v; using a normalization term
R defined in Equation (3) below. Specifically, the matrix
factorizing section 52 calculates the latent feature vectors u,
and v, that minimize an objective function Q (see Equation (4)
below) expressed by a linear combination of the square error
J and the normalization term R. Incidentally, f} is a parameter
for expressing the weight of the normalization term R. As is
clear from Equation (3) below, the normalization term R
functions so as to bring the latent feature vectors v, and v,
close to zero when the latent feature vectors u, and v, that
minimize the objective function Q are calculated. Inciden-
tally, in order to make the normalization term R function so as
to bring the latent feature vectors u, and v, close to vectors p,,

5

10

15

20

30

35

40

45

50

55

60

20

and p, when the latent feature vectors u, and v, that minimize
the objective function Q are calculated, it suffices to modify
the normalization term R as in Equation (5) below.

[Equation 2]
M N ©)
R, i) = 3 sl + > v,lI?
=y =
QUuih, vk ) = Jded, {viks Ayh + BX R{w}, {v;) (C)]
)

M N
RAush v = D i = gl + 3 vy = woll?
i=1

J=1

Incidentally, in ordinary matrix factorization-based col-
laborative filtering described in “Ruslan Salakhutdinov and
Andriy Mnih. Probabilistic matrix factorization. In Advances
in Neural Information Processing Systems, volume 20,
2008,” the above vector |, is an average of the latent feature
vector u,, and the above vector |, is an average of the latent
feature vector v,.

Thus, the matrix factorizing section 52 calculates the latent
feature vectors u, and v, that minimize the objective function
Q shown in the above Equation (4). Then, the latent feature
vectors u; and v, calculated by the matrix factorizing section
52 are input to the evaluation value predicting section 53.
(Evaluation Value Predicting Section 53)

When the latent feature vectors u, and v, (i1, . . . , M,
=1, ..., N)areinput from the matrix factorizing section 52,
the evaluation value predicting section 53 calculates an
unknown evaluation value using the input latent feature vec-
tors u, and v, on the basis of the above Equation (1). For
example, when an evaluation value y,,, is unknown, the
evaluation value predicting section 53 calculates the evalua-
tion value y,, =u_“v _using latent feature vectors u,, and v,,.
The unknown evaluation value thus calculated by the evalu-
ation value predicting section 53 is input to the recommend-
ing section 54.

(Recommending Section 54)

When the unknown evaluation value y,,, is input from the
evaluation value predicting section 53, the recommending
section 54 determines whether to recommend an item n to a
user m on the basis of the input unknown evaluation value
Ve When the unknown evaluation value y,,,,, exceeds a pre-
determined threshold value, for example, the recommending
section 54 recommends the item n to the user m. On the other
hand, when the unknown evaluation value y,,,, is less than the
predetermined threshold value, the recommending section 54
does not recommend the item n to the user m. Incidentally, the
recommending section 54 may be configured to recommend
a certain number of items having high rankings, for example,
rather than determining an item to be recommended with the
threshold value as a reference.

Description has been made above of the functional con-
figuration of the recommendation system 50 capable of real-
izing matrix factorization-based collaborative filtering. As
has been described thus far, only known evaluation values are
used in the above matrix factorization-based collaborative
filtering. Thus, prediction accuracy is lowered under condi-
tions of a small number of users and a small number of items
or a small number of logs of evaluation values.

(1-5-2: Operation of Recommendation System 50)

An operation of the recommendation system 50 and a flow
of processing of matrix factorization-based collaborative fil-
tering will next be described with reference to FIG. 14. FIG.
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14 is a diagram of assistance in explaining a flow of process-
ing of matrix factorization-based collaborative filtering.

First, the recommendation system 50 obtains a set {y,} of
evaluation values y,, from the evaluation value database 51 by
a function of the matrix factorizing section 52 (step ST501).
Next, the recommendation system 50 calculates latent feature
vectors {u,} and {v,} that minimize the objective function Q
defined by the above Equation (3) using the known evaluation
value set {y, } obtained in step ST501 by a function of the
matrix factorizing section 52 (step ST502). The latent feature
vectors {u,} and {v} calculated by the matrix factorizing
section 52 are input to the evaluation value predicting section
53.

Next, the recommendation system 50 calculates (predicts)
an unknown evaluation value {y,,,} using the latent feature
vectors {u,} and {v,} calculated in step ST502 by a function
of the evaluation value predicting section 53 (step ST503).
The unknown evaluation value {y,,,,} calculated by the evalu-
ation value predicting section 53 is input to the recommend-
ing section 54. Next, the recommendation system 50 recom-
mends an item n to a user m by a function of the
recommending section 54 when the evaluation value {y,,.}
calculated in step ST503 exceeds a predetermined threshold
value (step ST504). Of course, the item n is not recommended
to the user m when the evaluation value {y 1 calculated in
step ST503 is less than the predetermined threshold value.

As described above, in matrix factorization-based collabo-
rative filtering, latent feature vectors {u,} and {v,} are calcu-
lated using known evaluation values {y,}, and an unknown
evaluation value {y 1} is predicted on the basis of a result of
the calculation. Then, an item n is recommended to a user m
on the basis of a result of the prediction.

(Problems of Matrix Factorization-Based Collaborative Fil-
tering)

Matrix factorization-based collaborative filtering achieves
high accuracy of evaluation value prediction as compared
with user-based collaborative filtering and item-based col-
laborative filtering described earlier. However, because only
known evaluation values are used also in matrix factorization-
based collaborative filtering, matrix factorization-based col-
laborative filtering has a problem of low prediction accuracy
under conditions of a small number of users and a small
number of items or a small number of logs of evaluation
values. A filtering method according to a present embodiment
to be described later has been devised to solve such a problem.

2: First Embodiment

A first embodiment of the present disclosure will be
described in the following. The present embodiment relates to
matrix factorization-based collaborative filtering. However,
the present embodiment relates to a novel filtering method in
which not only known evaluation values but also known
features of users and items are taken into account, unlike the
matrix factorization-based collaborative filtering described
earlier. Thus, when the filtering method according to the
present embodiment is applied, evaluation values can be pre-
dicted with a sufficiently high accuracy even under conditions
of a small number of users and a small number of items or a
small number of logs of evaluation values. In addition,
because the filtering method according to the present embodi-
ment is based on collaborative filtering, the filtering method
according to the present embodiment has another advantage
in that the accuracy of prediction of evaluation values is
improved as the number of users and the number of items are
increased. Detailed description will be made in the following.
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[2-1: Viewpoint]

As described above, only known evaluation values are
taken into account in the matrix factorization-based collabo-
rative filtering described earlier. Accordingly, the filtering
method according to the present embodiment (hereinafter the
present method) takes not only known evaluation values but
also known features of users and items into account, and
reflects these known features in latent feature vectors {u,} and
{v,}. For example, in the present method, the normalization
term R expressed by the above Equation (5) in the above
matrix factorization-based collaborative filtering is changed
to a normalization term R shown in the following Equation
(6). D,, and D, included in the following Equation (6) are
regression matrices for projecting feature vectors x,,, and x,,
into the spaces of latent feature vectors v, and v, respectively.

[Equation 3]

M N 6)
Ruh, i) = 3l = Dl + 3 v = Dyl
i=1 J=1

Inthe case where the normalization term R is changed as in
the above Equation (6), when latent feature vectors {u,} and
{v,} are calculated so as to minimize the objective function Q
expressed by the above Equation (4), the latent feature vector
u, is limited in such a manner as to approach D, x,,, and the
latent feature vector v is limited in such a manner as to
approach D x, . Thus, the latent feature vectors u, of users
having similar known features approach each other. Simi-
larly, the latent feature vectors v; of items having similar
known features approach each other. Thus, even for a user or
an item with a small number of evaluation values, a latent
feature vector similar to that of another user or another item
can be obtained on the basis of known features. As a result, an
evaluation value can be predicted with high accuracy even for
auser or an item under conditions of a small number of known
evaluation values. In the following, description will be made
of a concrete calculating method and a configuration of an
evaluation value predicting device 100 capable of realizing
the calculating method.

[2-2: Functional Configuration of Evaluation Value Predict-
ing Device 100]

A functional configuration of an evaluation value predict-
ing device 100 capable of realizing the filtering method
according to the present embodiment will be described with
reference to FIG. 18. FIG. 18 is a diagram of assistance in
explaining a functional configuration of the evaluation value
predicting device 100 according to the present embodiment.
Incidentally, while the configuration of the evaluation value
predicting device 100 illustrated in FIG. 18 includes a con-
stituent element for recommending an item to a user, only a
part for predicting an unknown evaluation value may be
extracted to form the evaluation value predicting device 100.
In the following, the evaluation value predicting device 100
will be described as an example of a recommendation system
to facilitate comparison with the recommendation system 50
and the like described earlier.

As shown in FIG. 18, the evaluation value predicting
device 100 includes an evaluation value database 101, a fea-
ture quantity database 102, a posterior distribution calculat-
ing section 103, and a parameter retaining section 104. The
evaluation value predicting device 100 further includes an
evaluation value predicting section 105, a predicted evalua-
tion value database 106, a recommending section 107, and a
communicating section 108. In addition, the evaluation value
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predicting device 100 is for example connected to a user
terminal 300 via a network 200.
(Evaluation Value Database 101)

As shown in FIG. 15, the evaluation value database 101
stores an evaluation value given to a combination of a user i
and an item j. Incidentally, as in the matrix factorization-
based collaborative filtering described earlier, for the conve-
nience of description, an ID for identifying each user will be
writtenasi=1,..., M, and an ID foridentifying each item will
be written as j=1, . . ., N. In addition, each evaluation value
will be written as y,;, and a set of the evaluation values will be
written as {y, }. Incidentally, the present method is similar to
the above matrix factorization-based collaborative filtering
also in that an unknown evaluation value not stored in the
evaluation value database 101 is predicted.

(Feature Quantity Database 102)

As shown in FIG. 20 and FIG. 21, the feature quantity
database 102 stores each element of a feature vector {x,,}
indicating known features of a user and each element of a
feature vector {x,} indicating known features of an item.
Known features of a user include for example an age, a
gender, a birthplace, and an occupation. Known features of an
item include for example a genre, an author, a performer, a
director, a year of publication, and a tune.

(Posterior Distribution Calculating Section 103 and Param-
eter Retaining Section 104)

In the present method, as shown in the above Equation (6),
the regression matrices D, and D,, are added as parameters.
Thus, in order to minimize an effect of an increase in the
number of parameters on the accuracy of estimation, an esti-
mating method such as Bayesian estimation or the like will be
used in the present embodiment. Bayesian estimation is a
method of estimating an unknown parameter under condi-
tions where learning data is given, using a stochastic model.
In the case of the present embodiment, a known evaluation
valueset {y,,} and feature vectors {x,,} and {x,,} are given as
learning data. There are an unknown evaluation value set
Y} regression matrices D, and D, and other parameters
included in the stochastic model as unknown parameters.
Description will first be made of the stochastic model used in
the present method.

The stochastic model used in the present method is
expressed by the following Equations (7) to (9). In the fol-
lowing equations, N(u, ) represents a normal distribution
with an average | and a covariance matrix 2. In addition,
diag(...)represents a diagonal matrix having . . . as diagonal
elements. Incidentally, A, ,, and f, are parameters intro-
duced in the stochastic model. A is a scalar quantity,
B,=B,is - - -5 By and B=B,,, - - -, B,z)- The stochastic
model expressed by the following Equations (7) to (9) is
equivalent to an operation of calculating latent feature vectors
{u,} and {v } so as to minimize the objective function Q using
the normalization term R expressed by the above Equation
(6). However, a change is made to a more flexible model in
that the scalar quantity parameter § appearing in the above
Equation (4) is changed to the vector quantities 3, and 3.

[Equation 4]

YN v M

urND,j,diag(B.) ™) ®)

v~N(Dx,;diag(,) ") ©

The posterior distribution calculating section 103 is a sec-
tion configured to perform Bayesian estimation on the basis
of the above-described stochastic model, and calculate the
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posterior distribution of the latent feature vectors {u,} and
{v,}, the regression matrices D, and D,, and the parameters A,
P, and B, included in the stochastic model. Incidentally, in
the following description, the latent feature vectors {u,} and
{v,}, the regression matrices D, and D,, and the parameters A,
P, and p, included in the stochastic model may be referred to
collectively as a parameter. In addition, the parameter set or
calculated by the posterior distribution calculating section
103 is stored in the parameter retaining section 104. Further,
suppose that variational Bayesian estimation as an approxi-
mate method of Bayesian estimation is used in this case.

Bayesian estimation includes an estimating step of obtain-
ing the posterior distribution of each parameter under condi-
tions where learning data is given on the basis of the stochas-
tic model and a predicting step of marginalizing the obtained
posterior distribution and obtaining the distribution of the
parameter and an expected value thereof. When a complex
stochastic model is used, the posterior distribution also
becomes very complex, and it is difficult to obtain the distri-
bution and the expected value of the parameter desired to be
obtained in the predicting step. In the case of variational
Bayesian estimation, on the other hand, the complication of
the posterior distribution is avoided by approximating the
posterior distribution by a distribution easy to calculate, so
that the distribution and the expected value of the parameter
are obtained easily.

When the learning data is expressed as a vector quantity X,
and a set of parameters is expressed as @={6 , ..., 0.}, in the
case of variational Bayesian estimation, the posterior distri-
bution p(®IX) is approximated as in the following Equation
(10). In addition, it is known that when such an approximation
is made, the variational posterior distribution q(6,) of a
parameter 0, (k=1, . .., K) is expressed by the following
Equation (11) and Equation (12). E,,[f(x)] denotes the
expected value of f(x) under a distribution p(x). In addition,
const. denotes a constant. Incidentally, each variational pos-
terior distribution q(0,) (k=1, . . ., K) is dependent on another
distribution. Thus, in order to calculate an optimum varia-
tional posterior distribution, it is necessary to repeatedly per-
form a process of updating the parameter of each variational
posterior distribution under another variational posterior dis-
tribution, under an appropriate initializing process. A con-
crete algorithm relating to this process will be described later.

[Equation 5]

K (10)
p©1X)~ | a0

k=1

Ing(6,) = Eq(@ )[lnp(X, ©)] + const. (11

(k)

9©w) = | @) 12

Gk

Here, the algorithm relating to the above-described varia-
tional Bayesian estimation is applied to the stochastic model
expressed by the above Equations (7) to (9). First, the poste-
rior distribution p(®1X) is expressed as in the following Equa-
tion (13). In the following equation, the regression matrices
D, and D, are expressed as D,=(d,,, . . . , d,)7 and
D,~d,,,...,d ;)7 Incidentally,d,, and d , (h=1,...,H)is
a vector quantity.
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[Equation 6]

Pl VYL Do Dys B Bus ANygh 4y el gl )~ (13

M

[

i=1

N H
q(u;)| | a)[ | @dwadmaBaaBu)a®)
i =1

There is symmetry between the latent feature vectors u, and
v,. Accordingly, in the following, consideration will be given
to only the distribution of u,. In addition, in order to simplify
notation, 3, will be written simply as p=(f,, . . ., pz), D, will
be written simply as D, d,;, will be written as d,,, and x,,, will
be written as x,. Suppose that a feature quantity x;, a regres-
sion vector d,, and the parameter y, of prior distribution
thereofhave K dimensions. In this case, the prior distributions
of the parameters d,, and f are defined as in the following
Equations (14) and (15). In addition, the distribution of the
parameter y=(y,, . . ., Yz) appearing in the following Equation
(14) is defined as in the following Equation (16). These dis-
tributions are conjugate prior distributions with which poste-
rior distributions are also identical. Incidentally, when there is
no prior knowledge, it suffices to set the parameter of the prior
distribution to a uniform distribution. In addition, when prior
knowledgeis to be reflected, it suffices to adjust the parameter
of the prior distribution.

[Equation 7]

P(d)y=Ndy;0,diag(y)™) 14

p(ﬁh):Gm(ﬁh;aﬁhxbﬁh) (1s)

16)

Incidentally, Gam( . . . ) denotes a gamma distribution. The
posterior distribution calculating section 103 calculates the
variational posterior distribution of the above Equation (11)
under conditions shown in the above Equations (13) to (16).
First, the variational posterior distribution q(u,) of the latent
feature vector v, is the following Equation (17). Parameters
W, and X' . appearing in the following Equation (17) are
expressed by the following Equations (18) and (19). In addi-
tion, the variational posterior distribution q(d,,) of an element
d,, of the regression matrix D is the following Equation (20).
Parameters |' ;, and ', appearing in the following Equation
(20) are expressed by the following Equations (21) and (22).

P(¥)=Gam(Y,, @, byn)

[Equation 8]
qu)=Nuz W 2" an
W =E[2 MV diag(m,)y+diag(B)Dx;}] (18)

> I=EAV diag(m) Vadiag(B)] 19)

() =Nl a2 an) (20)
Wan=E|| 5h2'dhXT”h] 21
2 g =E B X Xrdiag(y)] @2

Incidentally, a vector w,=(x,,, . . ., 7,5)” appearing in the
above Equations (18) and (19) assumes ,~1 when an evalu-
ation value y,; is known, and assumes ;=0 when the evalu-
ation value y, is unknown. In addition, a vector y, appearing
inthe above Equation (18)is a vector y,~(y,,, . - ., V;»)" having
the evaluation value y,; as an element. V appearing in the
above Equations (18) and (19) is a matrix V=(v, . . ., vi)¥
having the latent feature vector v; as an element. Further, X
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appearing in the above Equations (21) and (22) is a matrix
X=(x,, . . . , X,,)" having the feature vector x, as an element.

In addition, variational posterior distributions q(f§) and q(y)
of the parameters f and y of the stochastic model are
expressed by the following Equations (23) and (26), respec-
tively. Parameters o', and b'p,, appearing in the following
Equation (23) are expressed by the following Equations (24)
and (25). Parameters a',, and b',, appearing in the following
Equation (26) are expressed by the following Equations (27)
and (28).

[Equation 9]
H 23)
9B = | Gam(Bu; aly,. )
h=1
o (24)
Gpn = dp + =
1M o2 (25)
Vg = E|bg + 5; (thip — X; dp)
K (26)
a) = | | Gamtyis . b
k=1
, H 27
Ay =y + 5

1 H
by + zhz;d,fk

by =E

} 28

Because the variational posterior distribution of each
parameter is expressed by using the above Equations (17) to
(28), an optimum variational posterior distribution of each
parameter is obtained by updating the parameter of each
variational posterior distribution under another variational
posterior distribution on the basis of the following algorithm.
An algorithm for updating the latent feature vector u,
(i=1, ..., M) is shown in the following.

[Equation 10]

(Algorithm for updating the latent feature vector (AD

wi=1,... , M)

<< Initialization >>

E[V] e (s o s )T

E[D] « (s o > )

E[Bl « (“,’31/b,/31s R a/ﬁH/b/ﬁH)T
Ely] « (”3//1/b;1s s a;/K/b;K)T

<< Calculation of g(u;) >> (A2)

fori=1to M do
N
E[VT diag(m)V] < an(zj +ﬂ;jﬂ;f)
J=1
SV QUELV diagr) V] + diag(ELAD)
Wy = ) AEWEVY ding(r)y: + diag(EIBDEIDL)

end for
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-continued

<< Calculation of g(dp) >> (A3)
forh=1to H do

Elun] < Ut b -+ 5 Atarlp)

Doy EIBIXTX + ding(ELy Y

M < ELB Y, XTElus)

end for

<< Calculation of g(f) >> (A4

for h=1to H do

1= 200,
Elwin] < 3},
Eldy] < p,

+ b

apy, — ag+ —
' AT

M
’ 1 X
B = b+ 5 Elu] - 2E[un)x] Eldy) + > < Eld},
k=1

i=1

end for

<< Calculation of g(y) >> (AS)

fork=1to K do
Eldi] < 1)) + W)}

, H
Gy = ay+ 5
1
, 2
Dy = by + 5;?:1 Eldjy ]

end for

An algorithm for updating the latent feature vector v,
(=1, ..., N)is similarly shown in the following. However, in
the algorithm for updating the latent feature vector
pP=(By, - - -, Pz represents B,, D represents D,, d, represents
d,;, and x; represents x, . addition, suppose that a feature
quantity xj, a regression vector d,, and the parameter v, of
prior distribution thereof have K dimensions. Further,
L G J'IZMJ.)T assumes 7, ~1 when an evaluation value y,,
is known, and assumes 7,,=0 when the evaluation value y,; is
unknown. In addition, y; is a vector y, =(y;, - . ., yMj)T having
the evaluation value y, as an element. U is a matrix
U=(u,, . . . , u,,)” having the latent feature vector u, as an
element. Further, x is a matrix X (x,, . . . , X,,)” having the
feature vector x; as an element.

[Equation 11]
(Algorithm for updating the latent feature vector (B

vij=1, ... ,N)

<< Initialization >>
E[UT = (hgs o s o)
ED) & (s - o )
E[p) < (a [ b, -
Ely] & (a3 /8y, -

> a,/BH /b/ﬁH)T
s dyg [ Byg)
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-continued
<< Calculation of g(v;) >> (B2)

for j=1to N do

M=

E[u” diag(z U] «

>
Hy = Do AEW

end for

mi( ) k)
‘

< QE[UT diag(m)U] + diag(E[B]} "

(U7 diag(x;)y; + diag(E[B)E[D]x;}

<< Calculation of g(d,) >> (B3)
forh=1to H do
Elve] « Qeyidys ---
Zdh
Hon = EBa1Y ), XTED]

end for

> {ﬂ;N}h)
—AEIBIXTX +diag(Ely )}

<< Calculation of g(f) >> (B4)

for h=1to H do
=)

E[vjn] « {1},

Eldy] « iy,

s {ﬂw

al’gheaﬁ+3

N
’ 1 X
By < b+ 5 EDV3] = 2E D p)xt Eldy] + Y ¥4 Eld ]
k=1

J=1
end for

<< Calculation of g(y) >> (B3)

fork=1to K do
dhk {Zdh kk+{ﬂdh

“yk““y*’j

1 H
By = by + 5 ) Eldiy]
h=1

end for

The posterior distribution calculating section 103 itera-
tively performs the above updating algorithms for U and V
alternately until the parameters converge. The variational
posterior distribution of each parameter is obtained by this
process. The variational posterior distribution obtained in the
posterior distribution calculating section 103 is input from the
posterior distribution calculating section 103 to the evalua-
tion value predicting section 105. A process up to this point is
an estimating step. After completing the estimating step, the
evaluation value predicting device 100 advances the process
to a predicting step.

(Variational Posterior Distribution of Parameter )

The variational posterior distribution of the parameter A
will be supplemented in the following. The variational pos-
terior distribution q(A) of the parameter A is as shown in the
following Equation (30) when the prior distribution p(A) of A
is expressed by the following Equation (29). a', and b',
appearing in the following Equation (30) are expressed as in
the following Equations (31) and (32), respectively. Thus,
while the parameter A can be estimated using the variational
posterior distribution q(A), the parameter A and an expected
value E[A] thereof can also be set through a preliminary
experiment or the like.
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[Equation 12]
p(d) = Gam(d; ay, by) 29
g(0) = Gam(X; d, b)) (30)
L @D
ay=a + EZ Z 7
=1 j=1
(32)

LA
T 2
b/’\zEb,\+§Z:J ln;j(y;j—ui vj)
o1 =

S

(Evaluation Value Predicting Section 105)

The evaluation value predicting section 105 calculates the
expected value of an evaluation value y,; on the basis of the
variational posterior distribution of each parameter input
from the posterior distribution calculating section 103 as a
process of the predicting step. As described above, the varia-
tional posterior distributions q(u,) and q(v,) of latent feature
vectors have been obtained by the posterior distribution cal-
culating section 103. Accordingly, the evaluation value pre-
dicting section 105 calculates an expected value for an inner
product of the latent feature vectors u,and v, (evaluation value
¥,)> as shown in the following Bquation (33). The expected
value of the evaluation value which expected value is thus
calculated by the evaluation value predicting section 105 is
stored in the predicted evaluation value database 106.

[Equation 13]
Ely;] = E[ulv}] (33)
= Elu] 1ELv,]

R
= My My

(Recommending Section 107 and Communicating Section
108)

The recommending section 107 refers to an expected value
(hereinafter predicted evaluation value) for an unknown
evaluation value, which expected value is stored in the pre-
dicted evaluation value database 106, and recommends an
item to a user when the predicted evaluation value is high. For
example, the recommending section 107 recommends an
item n to a user m when a predicted evaluation value y,,,
exceeds a predetermined threshold value. In addition, the
recommending section 107 may refer to the predicted evalu-
ation value database 106, generate a list by sorting items not
evaluated by a certain user in decreasing order of the pre-
dicted evaluation value, and present the list to the user in
question. For example, the recommending section 107 trans-
mits the generated list to the user terminal 300 via the com-
municating section 108. Then, the transmitted list is trans-
ferred to the user terminal 300 via the network 200, and
displayed on a display section (not shown) of the user termi-
nal 300.

The functional configuration of the evaluation value pre-
dicting device 100 has been described above.

(Memory Savings)

A sufficient memory capacity is necessary to realize the
filtering method according to the present embodiment using
the latent feature vectors u, and v; of a large number of dimen-
sions. For example, to retain ', (i=1, . . . , M) and X',
(=1, . . ., N) appearing in the above-described updating
algorithms in a memory needs memory areas of O(MH?)
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[bits] and O(NH?) [bits], respectively. Thus, when the number
M of users, the number N of items, and the number H of
dimensions of the latent feature vectors are large, an enor-
mous memory capacity is necessary only to retain these
pieces of information.

Similarly, a memory area of O(HK?) [bits] is necessary to
retain %', (h=1, . . ., H). Thus, when the number H of
dimensions of the latent vectors and the number K of feature
quantities are large, an enormous memory capacity is neces-
sary only to retain this information. Accordingly, in order to
reduce the necessary memory capacity, average vectors ',
W', and W' 4, are updated by a conjugate gradient method or
the like, and only diagonal elements of %', ,, 3, , and X', are
retained. This method can greatly reduce the memory capac-
ity necessary to realize the above-described updating algo-
rithms.

[2-3: Operation of Evaluation Value Predicting Device 100]

An operation of the evaluation value predicting device 100
and a flow of processing of the filtering method according to
the present embodiment will next be described with reference
to FIG. 19. FIG. 19 is a diagram of assistance in explaining a
flow of processing of the filtering method according to the
present embodiment.

First, the evaluation value predicting device 100 obtains a
known evaluation value {y,} from the evaluation value data-
base 101, and obtains feature vectors {x,,} and {x,,} from the
feature quantity database 102, by a function of the posterior
distribution calculating section 103 (step ST601). Next, the
evaluation value predicting device 100 initializes the param-
eters included in the stochastic model by a function of the
posterior distribution calculating section 103 (step ST602).
Next, the evaluation value predicting device 100 inputs the
known evaluation value {y,} and the feature vectors {x,,}
and {x,,} obtained in step ST601 to a variational Bayesian
estimation algorithm, and calculates the variational posterior
distribution of each parameter, by a function of the posterior
distribution calculating section 103 (step ST603).

The variational posterior distribution calculated in step
ST603 is input from the posterior distribution calculating
section 103 to the evaluation value predicting section 105.
Next, the evaluation value predicting device 100 calculates
the expected value (predicted evaluation value) of an
unknown evaluation value from the variational posterior dis-
tribution calculated in step ST603 by a function of the evalu-
ation value predicting section 105 (step ST604). The pre-
dicted evaluation value calculated in this step is stored in the
predicted evaluation value database 106. Next, the evaluation
value predicting device 100 recommends an item having a
high predicted evaluation value calculated in step ST604 to a
user by a function of the recommending section 107 (step
ST605).

As described above, the filtering method according to the
present embodiment is a novel filtering method that takes
known feature vectors into account while including elements
of matrix factorization-based collaborative filtering. Thus, a
high estimation accuracy can be achieved even under condi-
tions of a small number of users and a small number of items
or a small number of known evaluation values.

Examples of Application

Description has thus far been made of a method of predict-
ing an unknown evaluation value, which method is designed
for evaluation values corresponding to combinations of users
and items. However, the present method is applicable to an
arbitrary method of predicting an unknown label, which
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method is designed for arbitrary labels given to combinations
of'items of a certain item group A and items of a certain item
group B.

First Example

The present method is applicable to a system that predicts
an evaluation value or a purchase probability of a user for an
item and which recommends the item to the user as a system
applied to combinations of users and items. In this case, an
age, a gender, an occupation, and a birthplace, for example,
are used as feature quantities of a user. A genre, an author, a
performer, and a date, for example, are used as features of an
item.

Second Example

In addition, the present method is applicable to a system
that predicts the probability of a user suffering from a disease
as a system applied to combinations of users and diseases. In
this case, an age, a gender, living habits, and a feature quantity
based on a gene, for example, are used as feature quantities of
a user. Incidentally, when only feature quantities based on
genes are used, the present method is applicable to a system
associating genes with diseases.

Third Example

In addition, the present method is applicable to a system
that predicts the prices of stocks as a system applied to com-
binations of stocks and a market. In this case, a feature quan-
tity based on financial statements of a company and time-
dependent feature quantities such as a market average and the
prices of other companies in the same industry, for example,
are used as feature quantities of a stock.

Fourth Example

In addition, the present method is applicable to a system
that predicts an evaluation word of a user for a content and
which presents contents matching the word as a system
applied to combinations of users and contents. In this case, an
image feature quantity and a feature quantity obtained by
twelve-tone analysis, for example, are used as feature quan-
tities of a content.

Fifth Example

In addition, the present method is applicable to an SNS
(social networking service) assistance system that predicts
the ease of connection between users as a system applied to
combinations of users and users. In this case, an age, a gender,
a diary, and the feature quantities of friends, for example, are
used as feature quantities of a user.

Sixth Example

In addition, the present method is applicable to a system
that predicts whether an object indicated by a word is present
in an image as a system applied to combinations of images
and words.

Thus, the present method is applicable to systems that
predict labels given to combinations of various item groups A
and B.

The first embodiment of the present disclosure has been
described above.
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3: Second Embodiment

A second embodiment of the present disclosure will next
be described. The present embodiment relates to a time series
analyzing method in which the foregoing first embodiment is
applied to the prediction of time-series data.

A Kalman filter, for example, is known as a time series
analyzing method. The Kalman filter is a method used to
estimate a temporally changing quantity using an observed
value having an error. On the other hand, in the present
embodiment, when a set of evaluation values corresponding
to combinations of users and items changes temporally, a
system that predicts a set of evaluation values expected to be
observed in the future from the evaluation values of the set is
realized, for example.

Incidentally, it is difficult to achieve the above-described
system taken up in the present embodiment even when the
Kalman filter is expanded to two dimensions. For example,
when an unevaluated element is included in a set of evaluation
values at a certain time point, an evaluation value in the future
which evaluation value corresponds to the element cannot be
predicted by the Kalman filter. Accordingly, the present
embodiment proposes a method of predicting, from an evalu-
ation value set at a certain time point, an evaluation value set
at a next time point, and predicting, from a known evaluation
value set at the next time point, an unknown evaluation value
at the same time point (which method will hereinafter be
referred to as a present method).

[3-1: Functional Configuration of Evaluation Value Predict-
ing Device 130]

A functional configuration of an evaluation value predict-
ing device 130 according to the present embodiment capable
of realizing the present method will first be described with
reference to FIG. 22. FIG. 22 is a diagram of assistance in
explaining a functional configuration of the evaluation value
predicting device 130 according to the present embodiment.

As shown in FIG. 22, the evaluation value predicting
device 130 is composed mainly of an evaluation value data-
base 131, a feature quantity database 132, a posterior distri-
bution calculating section 133, a parameter retaining section
134, and an evaluation value predicting section 135.

The configuration of the evaluation value database 131 is
essentially the same as the evaluation value database 101 of
the evaluation value predicting device 100 according to the
foregoing first embodiment. However, the evaluation value
database 131 stores evaluation values corresponding to com-
binations of users and items at each time point. In addition,
the evaluation value database 131 stores an evaluation value
predicted by the evaluation value predicting section 135 to be
described later. On the other hand, the configuration of the
feature quantity database 132 is essentially the same as the
feature quantity database 102 of the evaluation value predict-
ing device 100 according to the foregoing first embodiment.

A large difference between the evaluation value predicting
device 100 according to the foregoing first embodiment and
the evaluation value predicting device 130 according to the
present embodiment is the difference of a stochastic model
used by the posterior distribution calculating section 133. The
posterior distribution calculating section 133 uses the sto-
chastic model expressed by the following Equations (34) to
(36). Incidentally, y,(t) denotes an evaluation value y,; at time
t. Inaddition, u,(t) and v (t) denote latent feature vectors u, and
v,attimet.
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[Equation 14]
P O~-Nu O 0N G4
uD~ND,u(1-1).diag(B,) ") (€LY
VO~ND,v;(e-1).diag(B,) ™) (36

A large difference from the stochastic model according to
the foregoing first embodiment (above Equations (7) to (9)) is
that the feature vectors x,, and x,; appearing in the above
Equations (8) and (9) are replaced with latent feature vectors
u,(t-1) and v,(t-1) at a previous time (t-1). Incidentally, it
suffices to set u,(0)=x,, and v(0)=x,, at an initial (t=0) time
point. Thereafter, it suffices to obtain the distributions of
latent feature vectors u,(t) and v,(t) sequentially using the
latent feature vectors u,(t-1) and v (t-1) (t>1) obtained by a
variational Bayesian estimation algorithm as in the foregoing
first embodiment. When the distributions of the latent feature
vectors u,(t) and v,(t) are obtained, an expected value of an
evaluation value y,; at time t is obtained. That is, an unevalu-
ated element of an evaluation value set is obtained sequen-
tially.

Incidentally, because the variational Bayesian estimation
algorithm for calculating the variational posterior distribu-
tions of the latent feature vectors u,(t) and v,(t) is essentially
the same as in the foregoing first embodiment, description of
a method for calculating these variational posterior distribu-
tions will be omitted. The time-series data of an evaluation
value set thus obtained can be used to grasp changes in pref-
erences of a user, for example. In addition, the time-series
data of an evaluation value set thus obtained can be applied to
the recommendation of an item according to the changes in
preferences of the user. Further, the time-series data of an
evaluation value set thus obtained may be applied to various
fields ((First Example) to (Sixth Example) described above
and the like) as in the foregoing first embodiment.

[3-2: Operation of Evaluation Value Predicting Device 130]

An operation of the evaluation value predicting device 130
will next be described with reference to FIG. 23. FIG. 23 is a
diagram of assistance in explaining an operation of the evalu-
ation value predicting device 130.

(Initial Processing Step)

First, the evaluation value predicting device 130 obtains a
known evaluation value {y,} at time t=0 (initial time point)
from the evaluation value database 131. Next, the evaluation
value predicting device 130 obtains feature vectors {x,,} and
{ij} from the feature quantity database 132 as in the forego-
ing first embodiment. Then, the evaluation value predicting
device 130 predicts an unknown evaluation value on the basis
of a stochastic model similar to that of the foregoing first
embodiment, and stores the predicted evaluation value in the
evaluation value database 131. At this time point, evaluation
values {y,;} corresponding to all combinations of users and
items at time t=0 are stored in the evaluation value database
131. In addition, the variational posterior distributions of
latent feature vectors {u,(0)} and {v,(0)} at time t=0 are
obtained by the posterior distribution calculating section 133,
and stored in the parameter retaining section 134.
(Sequential Processing Step)

Next, the evaluation value predicting device 130 obtains a
known evaluation value {y,} at time t=1 from the evaluation
value database 131. Next, the evaluation value predicting
device 130 calculates the variational posterior distribution of
each parameter at time t=1 using a stochastic model at time
t=1 which stochastic model is obtained from the variational
posterior distributions of the latent feature vectors {u,(0)}
and {v,(0)} at time t=0. Then, the evaluation value predicting
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device 130 predicts an unknown evaluation value at time t=1
using the calculated variational posterior distribution, and
stores the predicted evaluation value in the evaluation value
database 131. At this time point, evaluation values {y,} cor-
responding to all combinations of users and items at time t=1
are stored in the evaluation value database 131. In addition,
the variational posterior distributions of latent feature vectors
{u,(1)} and {v,(1)} at time t=1 are obtained by the posterior
distribution calculating section 133, and stored in the param-
eter retaining section 134.

The time-series prediction of an evaluation value set {y, }
is realized by sequentially repeating the process of the above
sequential processing step until a predetermined time. As is
clear from the above description, in the case of the present
method, an unknown evaluation value at a certain time point
tis calculated from a known evaluation value at the time point
tand a known evaluation value and latent feature vectors at a
previous time point (t-1). Thus, unlike the Kalman filter, the
time-series prediction of evaluation values is made possible
even when there is a part (combination of a user and an item)
where an evaluation value is not input at consecutive time
points.

The second embodiment of the present disclosure has been
described above.

4: Example of Hardware Configuration

The functions of each of constituent elements possessed by
the evaluation value predicting devices 100 and 130 described
above can be realized by using a hardware configuration of an
information processing device shown in FIG. 24, for
example. That is, the functions of each of the constituent
elements are realized by controlling hardware shown in FIG.
24 using a computer program. Incidentally, the hardware has
an arbitrary form. The hardware includes for example per-
sonal computers, portable telephones, PHSs, portable infor-
mation terminals such as PDAs and the like, game machines,
or various home information appliances. The above PHS is an
abbreviation of Personal Handy-phone System. The above
PDA is an abbreviation of Personal Digital Assistant.

As shown in FIG. 24, the hardware mainly includes a CPU
902, a ROM 904, a RAM 906, a host bus 908, and a bridge
910. The hardware further includes an external bus 912, an
interface 914, an input section 916, an output section 918, a
storage section 920, a drive 922, a connection port 924, and a
communicating section 926. The above CPU is an abbrevia-
tion of Central Processing Unit. The above ROM is an abbre-
viation of Read Only Memory. The above RAM is an abbre-
viation of Random Access Memory.

The CPU 902 for example functions as an arithmetic pro-
cessing unit or a control device, and controls the whole or a
part of operation of each constituent element on the basis of
various programs recorded in the ROM 904, the RAM 906,
the storage section 920, or a removable recording medium
928. The ROM 904 is a memory configured to store a program
to be loaded into the CPU 902, data used for operation, and
the like. The RAM 906 for example temporarily or perma-
nently stores a program to be loaded into the CPU 902 and
various parameters changing as appropriate when the pro-
gram is executed.

These constituent elements are for example interconnected
via the host bus 908 capable of high-speed data transmission.
The host bus 908 is for example connected to the external bus
912 having a relatively low data transmission speed via the
bridge 910. In addition, for example a mouse, a keyboard, a
touch panel, a button, a switch, a lever and the like are used as
the input section 916. Further, a remote control (hereinafter a
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remote) capable of transmitting a control signal using infra-
red rays or other radio waves may be used as the input section
916.

The output section 918 is a device capable of notifying
information obtained to a user visually or aurally, which
device includes a display such as a CRT, an LCD, a PDP, an
ELD or the like, an audio output device such as a speaker, a
headphone or the like, a printer, a portable telephone, a fac-
simile machine, or the like. The above CRT is an abbreviation
of Cathode Ray Tube. In addition, the above LCD is an
abbreviation of Liquid Crystal Display. The above PDP is an
abbreviation of Plasma Display Panel. Further, the above
ELD is an abbreviation of Electro-Luminescence Display.

The storage section 920 is a device for storing various kinds
of'data. For example, a magnetic storage device such as a hard
disk drive (HDD) or the like, a semiconductor storage device,
an optical storage device, a magneto-optical storage device,
or the like is used as the storage section 920. The above HDD
is an abbreviation of Hard Disk Drive.

The drive 922 is for example a device for reading informa-
tion recorded on the removable recording medium 928 such
as a magnetic disk, an optical disk, a magneto-optical disk, a
semiconductor memory or the like, and writing information
to the removable recording medium 928. The removable
recording medium 928 is for example DVD media, Blu-ray
media, HD DVD media, various kinds of semiconductor stor-
age media and the like. Of course, the removable recording
medium 928 may be for example an IC card including a
noncontact type IC chip, an electronic device, or the like. The
above IC is an abbreviation of Integrated Circuit.

The connection port 924 is for example a USB port, an
IEEE1394 port, a SCSI, an RS-232C port, or a port for con-
necting an external connecting device 930 such as an optical
audio terminal or the like. The external connecting device 930
is for example a printer, a portable music player, a digital
camera, a digital video camera, an IC recorder or the like. The
above USB is an abbreviation of Universal Serial Bus. In
addition, the above SCSI is an abbreviation of Small Com-
puter System Interface.

The communicating section 926 is a communicating
device for connecting to a network 932. The communicating
section 926 is for example a communication card for a wired
or wireless LAN, Bluetooth (registered trademark), or
WUSB, a router for optical communication, a router for
ADSL, a modem for various kinds of communication, or the
like. In addition, the network 932 connected to the commu-
nicating section 926 is formed by a network connected by
wire or radio. The network 932 is for example the Internet, a
home LLAN, infrared communication, visible light communi-
cation, broadcasting, satellite communication, or the like.
The above LAN is an abbreviation of Local Area Network. In
addition, the above WUSB is an abbreviation of Wireless
USB. The above ADSL is an abbreviation of Asymmetric
Digital Subscriber Line.

While preferred embodiments of the present disclosure
have been described above with reference to the accompany-
ing drawings, it is needless to say that the present disclosure
is not limited to such examples. It is obvious that various
examples of changes or modifications within the scope
described in claims will occur to those skilled in the art, and
it is naturally understood that these examples fall within the
technical scope of the present disclosure.

(Notes)

The above-described user is an example of a first item. The
above-described item is an example of a second item. The
above-described latent feature vectoru, is an example of a first
latent vector. The above-described latent feature vector v, is
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an example of a second latent vector. The above-described
feature vector x,, is an example of a first feature vector. The
above-described feature vector x,; is an example of a second
feature vector. The above-described regression matrix D,, is
an example of a first projection matrix. The above-described
regression matrix D, is an example of a second projection
matrix. The above-described posterior distribution calculat-
ing section 103 is an example of an estimating section. The
above-described evaluation value predicting section 105 is an
example of a predicting section.
The present disclosure contains subject matter related to
that disclosed in Japanese Priority Patent Application JP
2010-124165 filed in the Japan Patent Office on May 31,
2010, the entire content of which is hereby incorporated by
reference.
What is claimed is:
1. A computer-implemented method for predicting a score
associated with an item and with a user, comprising the steps
of:
storing a plurality of first scores in a first database, one of
the first scores being associated with a first user and with
a first item;

calculating a plurality of latent user features and a plurality
of latent item features, one of the latent user features
being associated with the first user and one of the latent
item features being associated with the first item;

calculating, based on the one of the latent user features and
the one of the latent item features, a second score asso-
ciated with a second user and with a second item;
and
providing the second score as a predicted score associated
with the second item and with the second user;

wherein the one of the latent user features and the one of the
latent item features are calculated based on a relation-
ship between the one of the first scores and the second
score.

2. The method according to claim 1, further comprising:

updating the one of the latent user features and the latent

item features based on a difference between the one of
the first scores and the second score;

wherein the second score is calculated based on the

updated latent user feature and the updated latent item
feature.

3. The method according to claim 1, further comprising:

storing, in a second database, one or more known user

features associated with one or more users; and
storing, in the second database, one or more known item
features associated with one or more items;
wherein the latent user features and the latent item features
are represented as distributions, the distributions being
calculated based on statistical learning using the first
scores stored in the first database and the known user
features and the known item features stored in the sec-
ond database;
and

wherein the second score is calculated as an expectation
value, based on the distribution of the latent user features
and the distribution of the latent item features.

4. The method according to 3, wherein the statistical learn-
ing comprises Bayesian estimation, and wherein the distribu-
tion of the latent user features and the distribution of the latent
item features are calculated as posterior distributions.

5. The method according to claim 3, further comprising:

associating the first scores stored in the first database with

time; and

associating the latent user features and the latent item fea-

tures respectively with time;
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wherein the latent user features and the latent item features
are initially calculated based on statistical learning using
the known user features and the known item features
stored in the second database;

and

wherein a first latent user feature and a first latent item
feature, each being associated with a first time, are
updated based on statistical learning using one or more
first scores associated with the first time, a second latent
user feature associated with a second time preceding the
first time, and a second latent item feature associated
with a third time preceding the first time.

6. The method according to claim 5, wherein the second
time and the third time are the same.

7. The method according to claim 5, wherein the users are
companies, the items are stocks, the first and second scores
represent the values of the stocks, the known user features are
determined based on financial statements of the companies,
and the known item features include market average and
prices of the stocks.

8. The method according to claim 1, further comprising:

recommending the first item to the first user if the predicted

score exceeds a pre-determined threshold.

9. An apparatus for predicting a score associated with an
item and with a user, wherein the apparatus interfaces with a
first database, comprising:

a memory configured to store instructions; and

aprocessor configured to execute the instructions to cause

the apparatus to:

store a plurality of first scores in the first database, one of
the first scores being associated with a first user and
with a first item;

calculate a plurality of latent user features and a plurality
of latent item features, one of the latent user features
being associated with the first user and one of the
latent item features being associated with the first
item;

calculate, based on the one of the latent user features and
the one of the latent item features, a second score
associated with a second user and with a second item;

and

provide the second score as a predicted score associated
with the second item and with the second user;

wherein the one of the latent user features and the one of the

latent item features are calculated based on a relation-

ship between the one of the first scores and the second

score.

10. The apparatus according to claim 9, wherein the pro-
cessor is further configured to execute the instructions to
cause the apparatus to:

update the one of the latent user features and the one of the

latent item features based on a difference between the
one of the first scores and the second score;

wherein the second score is calculated based on the

updated latent user feature and the updated latent item
feature.

11. The apparatus according to claim 9, wherein the appa-
ratus interfaces with a second database, and wherein the pro-
cessor is further configured to execute the instructions to
cause the apparatus to:

store, in the second database, one or more known user

features associated with one or more users; and

store, in the second database, one or more known item

features associated with one or more items;

wherein the latent user features and the latent item features

are represented as distributions, the distributions being
calculated based on statistical learning using the first
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scores stored in the first database and the known user
features and the known item features stored in the sec-
ond database;
and
wherein the second score is calculated as an expectation
value, based on the distribution of the latent user features
and the distribution of the latent item features.

12. The apparatus according to 11, wherein the statistical
learning comprises Bayesian estimation, and wherein the dis-
tribution of the latent user features and the distribution of the
latent item features are calculated as posterior distributions.

13. The apparatus according to 11, wherein the processor is
further configured to execute the instructions to cause the
apparatus to:

associate the first scores stored in the first database with

time; and

associate the latent user features and the latent item fea-

tures with time;
wherein the latent user features and the latent item features
areinitially calculated based on statistical learning using
the known user features and the known item features
stored in the second database;
and

wherein a first latent user feature and a first latent item
feature, each being associated with a first time, are
updated based on statistical learning using one or more
first scores associated with the first time, a second latent
user feature associated with a second time preceding the
first time, and a second latent item feature associated
with a third time preceding the first time.

14. The apparatus according to claim 9, wherein the pro-
cessor is further configured to execute the instructions to
cause the apparatus to recommend the first item to the first
user if the predicted score exceeds a pre-determined thresh-
old.

15. A non-transitory computer readable medium compris-
ing instructions that, when executed by an apparatus for pre-
dicting a score associated with an item and with a user, cause
the apparatus to:

store a plurality of first scores in a first database, one of the

first scores being associated with a first user and with a
first item;

calculate a plurality of latent user features and a plurality of

latent item features, one of the latent user features being
associated with the first user and one of the latent item
features being associated with the first item;

calculate, based on the one of the latent user features and

the one of the latent item features, a second score asso-
ciated with a second user and with a second item;
and
provide the second score as a predicted score associated
with the second item and with the second user;

wherein the one of the latent user features and the one of the
latent item features are calculated based on a relation-
ship between the one of the first scores and the second
score.

16. The non-transitory computer-readable medium of
claim 15, further comprising instructions that, when executed
by the apparatus, cause the apparatus to:

update the one of the latent user features and the one of the

latent item features based on a difference between the
one of the first scores and the second score;

wherein the second score is calculated based on the

updated latent user features and the updated latent item
features.
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17. The non-transitory computer-readable medium of
claim 15, further comprising instructions that, when executed
by the apparatus, cause the apparatus to:

store, in a second database, one or more known user fea-

tures associated with one or more users; and

store, in the second database, one or more known item

features associated with one or more items;

wherein the latent user features and the latent item features
are represented as distributions, the distributions being
calculated based on statistical learning using the first
scores stored in the first database and the known user
features and the known item features stored in the sec-
ond database;

and

wherein the second score associated is calculated as an
expectation value, based on the distribution of the latent
user features and the distribution of the latent item fea-
tures.

18. The non-transitory computer-readable medium of
claim 17, wherein the statistical learning comprises Bayesian
estimation, and wherein the distribution of the latent user
features and the distribution of the latent item features are
calculated as posterior distributions.
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19. The non-transitory computer-readable medium of
claim 17, further comprising instructions that, when executed
by the apparatus, cause the apparatus to:

associate the first scores stored in the first database with

time;

associate the latent user features and the latent item fea-

tures with time;
wherein the latent user features and the latent item features
areinitially calculated based on statistical learning using
the known user features and the known item features
stored in the second database;
and

wherein a first latent user feature and a first latent item
feature, each being associated with a first time, are
updated based on statistical learning using one or more
first scores associated with the first time, a second latent
user feature associated with a second time preceding the
first time, and a second latent item feature associated
with a third time preceding the first time.

20. The non-transitory computer-readable medium of
claim 15, further comprising instructions that, when executed
by the apparatus, cause the apparatus to recommend the first
item to the first user if the predicted score exceeds a pre-
determined threshold.
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